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Abstract

We develop a local flux mimetic finite difference method for second order elliptic
equations with full tensor coefficients on polyhedral meshes. To approximate the ve-
locity (vector variable), the method uses two degrees of freedom per element edge in
two dimensions andn degrees of freedom pern-gonal mesh face in three dimensions.
To approximate the pressure (scalar variable), the method uses one degree of freedom
per element. A specially chosen quadrature rule for theL2-product of vector-functions
allows for a local flux elimination and reduction of the method to a cell-centered fi-
nite difference scheme for the pressure unknowns. Under certain assumptions, first-
order convergence is proved for both variables and second-orderconvergence is proved
for the pressure. The assumptions are verified on simplicial meshes for a particular
quadrature rule that leads to a symmetric method. For general polyhedral meshes,
non-symmetric methods are constructed based on quadrature rules that are shown to
satisfy some of the assumptions. Numerical results confirm the theory.

Keywords: mimetic finite differences, multipoint flux approximation,cell centered
discretization, tensor coefficient, error estimates

AMS Subject Classification:65N06, 65N12, 65N15, 65N30

1 Introduction

The mimetic finite difference (MFD) method has been successfully employed for solving
problems of continuum mechanics [36], electromagnetics [26], gas dynamics [17], and
linear diffusion on polygonal and polyhedral meshes in boththe Cartesian and polar co-
ordinates [27, 39, 35]. The MFD method mimics essential properties of the continuum
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equations, such as conservation laws, solution symmetries, and the fundamental identities
and theorems of vector and tensor calculus. For second-order elliptic problems, which
are considered in this paper, the MFD method mimics the Gaussdivergence theorem, pre-
serves the null space of the gradient operator, and keeps theadjoint relationship between
the gradient and the divergence operators. This leads to a symmetric and locally conser-
vative finite difference scheme. However, the resulting algebraic system is of saddle-point
type and couples the velocity (vector variable) and the pressure (scalar variable) unknowns.
The elimination of the velocity unknowns results in a cell-centered discretization scheme
with a non-local stencil. In this paper we develop a MFD method that can be reduced to a
cell-centered scheme with alocal stencil.

A close relationship between the MFD method and the mixed finite element (MFE)
method with the lowest order Raviart-Thomas elements RT0 [40] has been established in
[8]. There, it is shown that the spaces of discrete mimetic degrees of freedom on triangles
and quadrilaterals are isomorphic to the RT0 spaces; moreover, the MFD method can be
viewed as a MFE method with a quadrature rule for calculatingthe velocity mass matrix.
This relationship is explored in [8, 10, 9] to establish convergence and superconvergence for
the MFD approximations on simplicial and quadrilateral elements. An alternative approach
for analyzing the MFD method is developed in [15, 16], where the error in appropriate
discrete norms is estimated. The main advantage of this approach is that the analysis applies
to more general polyhedral meshes.

The MFE method, like the MFD method, leads to a saddle-point problem. Several
approaches have been proposed to handle this issue, including hybridization [6] and re-
duction to cell-centered finite differences (CCFD) [41, 43, 4,3, 7, 37]. These methods,
however, either lead to a more expensive face-centered stencil [6], or limited to diagonal
tensor coefficients [41, 43, 7, 37], or exhibit deterioration of convergence for discontin-
uous coefficients [4, 3]. More recent works [28, 29, 44] establish relationships between
the MFE method and the multipoint flux approximation (MPFA) method introduced by the
petroleum reservoir simulation community [2, 1, 20], see also [19, 33, 11] for closely re-
lated methods. The MPFA method, which is formulated as a finite volume method, utilizes
sub-edge fluxes and reduces to a cell-centered pressure scheme through local flux elimi-
nation. Papers [29] and [44] study the convergence properties of the MPFA method and
related MFE methods with broken RT0 and BDM1 [13] spaces, respectively. More recently
[30] analyzes the convergence of a non-symmetric MPFA method on general quadrilateral
grids.

In this paper, we employ a MPFA-type construction and analysis inspired by [15] to
develop new cell-centered discretization methods on polyhedral meshes for diffusion prob-
lems with full tensor coefficients. To approximate the velocity, we use two degrees of
freedom per mesh edge in two dimensions andn degrees of freedom per mesh face (which
is n-gon) in three dimensions. To approximate the pressure, we use one degree of freedom
per element. This choice of unknowns is similar to that in theMPFA method. A spe-
cially chosen quadrature rule for theL2-product of vector-functions couples the velocity
unknowns into small groups around mesh vertices and allows for their local elimination,
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thus reducing the method to a cell-centered finite difference scheme for the pressure un-
knowns.

Under a few constructive assumptions, we prove first-order convergence for both the ve-
locity and the pressure variables, as well as second-order superconvergence for the pressure
variable in discreteL2 norms. For simplicial meshes, we employ asymmetricquadrature
rule introduced in [38] and similar to the vector inner product used in [44], and prove that
the constructive assumptions hold. These results can be extended to smooth quadrilateral
and hexahedral meshes. For general polyhedral meshes, we extend techniques from [16] to
constructnon-symmetricquadrature rules that satisfy a consistency assumption anddiscuss
sufficient conditions on the mesh and tensor coefficient under which the optimal conver-
gence rate can be proved.

The proposed new method compares favorably with existing MFD methods, since it
reduces to a cell-centered scheme and is therefore more efficient. On the other hand, our
approach is more general than the one in [29, 44, 30] for MPFA and related methods,
since the analysis there relies on finite element techniquesand is limited to simplicial and
quadrilateral meshes. We estimate the errors directly in the norms of the discrete mimetic
spaces without the use of finite element polynomial extensions, except in the pressure su-
perconvergence proof. In terms of computational cost, our method is comparable to finite
volume methods [21]. However, the latter are either limitedto diagonal tensor coefficients,
or require certain orthogonality properties of the grid [22], or need to be augmented with
face-centered pressures [23], which increases their cost.

The paper outline is as follows. The new MFD method is developed in Section 2. In
Section 3, we prove convergence estimates for the pressure and the velocity variables under
certain assumptions. In Section 4, we develop symmetric andnon-symmetric methods on
simplicial and general grids, respectively. Results of numerical experiments confirming the
theoretical estimates are presented in Section 5.

2 Mimetic finite difference method

Let X1 andX2 be Hilbert spaces and letL1 andL2 be two linear operators,Li : Xi → Yi,
i = 1, 2, which satisfy some fundamental identity:

I(L1,L2; f1, f2) = 0 ∀f1 ∈ X1, f2 ∈ X2.

Suppose that discrete approximation spacesXih, Yih, i = 1, 2, and the discrete operator
L1h are given. The idea of the mimetic discretization is to find a discrete operatorL2h such
that a discrete analog of the fundamental identity holds, i.e

Ih(L1,h,L2,h; f1h, f2h) = 0 ∀f1h ∈ X1h, f2h ∈ X2h. (2.1)

This implies that operatorsL1 andL2 cannot be discretized independently from each other.
For a givenL1,h, formula (2.1) is the implicit definition of the operatorL2,h.
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Let Ω ⊂ ℜd be a polygonal (d = 2) or polyhedral (d = 3) domain with the Lipshitz
continuous boundary and letf ∈ L2(Ω). We consider the second-order elliptic problem
written as a system of two first order equations

~u = −K∇p in Ω,
div ~u = f in Ω,

(2.2)

subject to appropriate boundary conditions. For simplicity, we consider the homogeneous
Dirichlet boundary condition (see [25] for more general boundary conditions)

p = 0 on ∂Ω. (2.3)

The coefficientK is a symmetric and uniformly positive definite tensor satisfying the fol-
lowing assumption.

[A1 ] There exist positive constantsk0 andk1 such that for anyx ∈ Ω

k0ξ
T ξ ≤ ξTK(x)ξ ≤ k1ξ

T ξ ∀ξ ∈ ℜd. (2.4)

Following the terminology established in porous media applications, we refer top as
the pressure, to~u as the velocity, and toK as the permeability tensor.

In the problem of interest (2.2), the operators areL1 = div andL2 = K∇, the spaces
areX1 = H(div; Ω), Y1 = L2(Ω), X2 = H1

0 (Ω) andY2 = (L2(Ω))d, andI is the Green’s
formula,

I(L1,L2; ~u, p) =

∫

Ω

p div ~u dx +

∫

Ω

~u · K−1(K∇p) dx = 0. (2.5)

Note that, due to the homogeneous Dirichlet boundary condition (2.3), there is no bound-
ary integral in the above equation. For other types of boundary conditions, appropriate
boundary integrals need to be added to (2.5).

2.1 The local flux MFD method

The MFD method has four steps. First, we define degrees of freedom for the pressure
and the velocity. Second, we discretize the easiest of the two operators; depending on the
chosen degrees of freedom, it could be either of them. Third,we discretize the Green’s
formula using quadrature rules for each of the integrals in (2.5). Some minimal approxi-
mation properties for these quadratures are required to prove the optimal convergence rates.
Fourth, we derive a discrete formula for the other operator.

Let Ωh be a conforming shape-regular partition (see [18]) of the computational domain
into polygonal elements. Let

h = max
E∈Ωh

hE,

wherehE is the diameter of elementE. In two dimensions, we split each edge into twosub-
edgesusing the mid-point. In three dimensions, we split each faceinto several quadrilateral
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facets, for instance, by connecting the face center of mass with theedge midpoints. To
simplify the presentation, we shall refer to the sub-edges as facets. The boundaries of
facets are marked by thin lines in Fig. 1.

We denote the area (volume in 3D) of an elementE by |E|. Similarly, for each facete,
we denote by|e| its length (area in 3D). Let~ne be a unit normal vector assigned to a facet
e. To distinguish between faces (edges in 2D) and facets, we shall write ẽ(e), or simply ẽ
for the mesh face (edge in 2D) containing facete. Let ~nẽ be a unit normal vector assigned
to ẽ.

For each elementE, we denote bymE the number of its vertices and bykE the number
of its facets. In the following,∂E denotes either the union of all edges (faces in 3D) or the
union of all facets ofE, depending on the context. Let~nE be a unitexternalnormal vector
to ∂E.

With each vertex of an elementE we associate a corner that is formed by all facets
sharing the vertex. Letc denote a mesh corner. The minimal angle between facets forming
the cornerc is denoted byγc.

Let ρE be the radius of the largest sphere that can be inscribed inE. Similarly, letρẽ be
the radius of the largest disk contained in faceẽ. We make the following mesh regularity
assumption.

[A2 ] PartitionΩh consists of non-degenerate elements and it is shape-regular in the sense
that there exist positive constantsγ∗ andρ∗ independent ofh and such that for every
E ∈ Ωh, every facẽe of E, and every cornerc of E,

ρE ≥ ρ∗hE, ρẽ ≥ ρ∗hE and π − γ∗ ≥ γc ≥ γ∗. (2.6)

The discrete pressure spaceQh consists of one degree of freedom per element approxi-
mating the pressure value at the center of mass. The dimension of Qh equals the number of
elements,NQ. Forq ∈ Qh, we shall denote byqE (or (q)E) its (constant) value on element
E.

The discrete velocity spaceXh is similar to the one used in the MPFA methods [2, 1,
19, 20] and consists of one degree of freedom per facet approximating the average normal
flux 1

|e|

∫

e
~u ·~ne. Location of velocity degrees of freedom is shown in Fig. 1. The dimension

of Xh equals the total number of facets,NX . For v ∈ Xh, we shall denote byvE the
restriction ofv to elementE, and byve

E (or (v)e
E) its (constant) value on facete. We

shall writevE ∈ XE,h whereXE,h is the restriction ofXh to E. Similarly, vc will be the
restriction ofv to cornerc, andve

c (or (v)e
c) will be its value on facete.

The choice of velocity degrees of freedom as normal fluxes allows for a simple dis-
cretization of the divergence operatorDIV : Xh → Qh. Integratingdiv ~u over elementE,
applying the divergence theorem, and using thatue

E approximates1
|e|

∫

e
~u · ~ne, we let

(DIV u)E =
1

|E|

∑

e∈∂E

|e|ue
E (~ne · ~nE). (2.7)
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Figure 1: Velocity degrees of freedom marked by solid circles for a triangle (mE = 3, kE = 6)
and a tetrahedron (mE = 4, kE = 12). The boundaries of the facets are marked by thin lines.

Note that~ne · ~nE is either1 or −1. Similar formula appears in other locally conservative
methods, like the finite volume, MPFA, and MFE methods. The essential difference in the
proposed method will be in the discretization of the first equation in (2.2).

The following interpolants will be used in the analysis. Foranyq ∈ L1(Ω), we define
qI ∈ Qh such that

(qI)E =
1

|E|

∫

E

q(x) dx ∀E ∈ Ωh. (2.8)

We define the following space

V = {~v : ~v ∈ (Ls(Ω))d, s > 2, div~v ∈ L2(Ω)}.

For any~v ∈ V, we define~vI ∈ Xh such that

(~vI)e
E =

1

|e|

∫

e

~v · ~ne ds ∀E ∈ Ωh, ∀e ⊂ ∂E. (2.9)

Note that the edge integral in (2.9) is well defined for any~v ∈ V, see e.g. [14].
Let us now discretize each integral in the Green’s identity (2.5). Introducingp = pI

andq = qI from Qh, the first integral is approximated with the central-point quadrature
rule:

∫

Ω

p(x) q(x) dx ≈
∑

E∈Ωh

[p, q]Q,E ≡ [p, q]Q, [p, q]Q,E = |E| pE qE. (2.10)

To discretize the second term in (2.5), we introduceu = ~uI andv = ~vI in Xh and write
formally a quadrature rule:

∫

Ω

K−1~u(x) · ~v(x) dx ≈
∑

E∈Ωh

[u, v]X,E ≡ [u, v]X , (2.11)
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where

[u, v]X,E =
∑

c∈E

[u, v]X,E,c, [u, v]X,E,c =
∑

e,e′∈c

(Mc)e,e′ u
e
Eve′

E . (2.12)

Let Mc be the matrix with entries(Mc)e,e′ . The size ofMc equals the number of facets
that form the cornerc. Letting〈· , ·〉 be the usual dot product, we have

[u, v]X,E,c = 〈Mcuc,vc〉 .

Similarly,
[u, v]X,E = 〈MEuE,vE〉 ,

whereME is a matrix of sizekE. It is clear from (2.12) thatME is block-diagonal with as
many blocks as there are corners inE, having a blockMc for each cornerc. We assume
the following.

[A3 ] For each elementE, ME is positive definite and there exist two positive constantsα0

andα1 independent ofh such that

α0|E| ξT ξ ≤ ξTME ξ ≤ α1|E| ξT ξ ∀ξ ∈ ℜkE (2.13)

and
ξTMT

E ME ξ ≤ α2
1|E|2 ξT ξ ∀ξ ∈ ℜkE . (2.14)

Note that (2.13) is equivalent to stating that the symmetricpart ofME, ME,s = 1
2
(ME +

MT
E), is positive definite and satisfies the same inequalities. Consequently,‖M1/2

E,sξ‖ ≤
√

α1|E|‖ξ‖, which implies‖ME,sξ‖ ≤ α1|E|‖ξ‖, where‖ · ‖ denotes the Euclidean norm
in ℜkE . Condition (2.14) gives a similar bound onME, and therefore also bounds the
non-symmetric part,ME,n, of matrixME:

‖ME,n ξ‖ = ‖ME ξ − ME,s ξ‖ ≤ ‖ME ξ‖ + ‖ME,s ξ‖ ≤ 2α1|E|‖ξ‖.

We approximateK by a positive definite piecewise constant tensorK that is equal to
the mean valueKE of K on E. Now, we restrict the admissible set of quadrature rules
(2.13)–(2.14) by the following assumption.

[A4 ] For everyE in Ωh, every linear functionq1, and everyv ∈ Xh the following discrete
Green’s formula holds:

[(KE∇q1)I , v]X,E = −[(DIV v)E, (q1)I ]Q,E +
∑

e∈∂E

|e|ve
E q1(xe), (2.15)

wherexe is the center of mass ofeo, a subset of edge (face in 3D)ẽ(e) satisfying

|eo| ≥ σ∗|e|, (2.16)

whereσ∗ is a positive constantσ∗ independent ofh.
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If the matrixME is symmetric, assumption (2.14) follows from (2.13). In general, we
do not assume symmetry of matrixME. This allows us to formulate and analyze new
MPFA-type MFD methods. It also allows to consider problems with non-symmetric tensor
K. A symmetric matrixME satisfying assumptionsA3 andA4 can be built for simplicial
meshes, see Section 4.1. The analysis there can be extended to uniformly refined quadrilat-
eral and hexahedral meshes. The construction of non-symmetric matricesME satisfying
assumptionsA3 andA4 on general polyhedral grids is discussed in Section 4.2.

AssumptionA4 resembles the one used in [16]; however, the pointxe is no longer the
center of mass ofe and only (2.16) is required to hold. This provides more flexibility in the
construction of the matrixME. In Section 3, we show that assuming (2.16) is enough to
prove optimal convergence estimates.

With the discrete divergence and quadrature rules for approximatingL2 inner products
defined, the discrete gradient operator is derived from the discrete Green’s formula (cf.
(2.5))

[q, DIV v]Q + [v, GRAD q]X = 0 ∀q ∈ Qh, ∀v ∈ Xh. (2.17)

Note that the homogeneous Dirichlet boundary condition (2.3) is incorporated into the def-
inition of operatorGRAD . Other types of boundary conditions could lead to an additional
boundary integral in (2.17), see [25].

Lemma 2.1 If (2.13) in AssumptionA3 holds, then formula (2.17) gives a unique definition
for operatorGRAD .

Proof.Let D andM be the matrices associated with quadrature rules (2.10) and(2.11)
through the usual dot product〈· , ·〉:

[p, q]Q = 〈Dp, q〉 and [u, v]X = 〈Mu, v〉 . (2.18)

HereD is a diagonal matrix,D = diag{|E1|, . . . , |ENQ
|}, andM is aNX × NX matrix

assembled from the element matricesME. Formula (2.17) is equivalent to

DIV TD + MTGRAD = 0,

where, by abuse of notation,DIV andGRAD denote the matrices associated with the
discrete operators. Since

〈Mu, v〉 =
∑

E∈Ωh

〈ME uE, vE〉 ,

the left inequality in (2.13) implies thatM is nonsingular. ThereforeGRAD is defined
uniquely as

GRAD = −M−T (DIV )TD. (2.19)
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2

In Section 2.3 we show that the operatorGRAD has a local stencil. The local flux
MFD method reads: finduh ∈ Xh andph ∈ Qh such that

uh = −GRAD ph,
DIV uh = f ,

(2.20)

wheref = f I .

2.2 Well-posedness of the method

The following lemma is an immediate result of the definition of matrix ME.

Lemma 2.2 If (2.13) in AssumptionA3 holds, then

α0|E|
∑

e∈∂E

|ve
E|

2 ≤ [vE, vE]X,E ≤ α1|E|
∑

e∈∂E

|ve
E|

2 (2.21)

for anyE ∈ Ωh and anyvE ∈ XE,h.

The definitions (2.8) and (2.9) of the interpolants and the divergence theorem imply the
following simple result.

Lemma 2.3 Let~v ∈ V. Then for every elementE ∈ Ωh, we have

(DIV ~vI)E = (div~v)I
E. (2.22)

We are now ready to prove the solvability of (2.20).

Lemma 2.4 Let (2.13) in AssumptionA3 hold. Then, the discrete problem (2.20) has a
unique solution.

Proof.It is convenient to rewrite (2.20) in the equivalent variational form

[uh,v]X − [ph,DIV v]Q = 0, ∀v ∈ Xh,

[DIV uh,q]Q = [f ,q]Q, ∀q ∈ Qh,
(2.23)

where we have used the discrete Green’s formula (2.17). Since (2.23) is a square system,
it suffices to show uniqueness for the homogeneous problem. Letting f = 0, v = uh, and
q = ph, we conclude that[uh,uh]X = 0. Hence, due to (2.21),uh = 0.

Next, we constructv ∈ Xh such thatDIV v = ph. Let ph be a piecewise constant
function such thatph|E = (ph)E. Let B be an open ball containingΩ and letp̃h be the
extension ofph by zero onB. Consider the auxiliary problem

∆φ = p̃h in B,
φ = 0 on ∂B.

(2.24)
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Sincep̃h ∈ L2(B) and∂B is smooth, by elliptic regularity [34],φ ∈ H2(B). Therefore
∇φ ∈ (H1(Ω))d ⊂ V, then(∇φ)I is well defined. Using (2.22), we have that

DIV v = DIV (∇φ)I = (div∇φ)I = (ph)
I = ph.

Therefore takingv = (∇φ)I in (2.23) implies[ph,ph]Q = 0 andph = 0. 2

2.3 Reduction to a cell-centered scheme

The matrixM introduced in Section 2.1 satisfies

〈Mu,v〉 =
∑

E∈Ωh

∑

c∈E

〈Mcuc,vc〉 ;

thereforeM is a block-diagonal matrix with as many blocks as there are mesh nodes.
Each block ofM has nonzero entries that describe the interaction of neighboring velocity
unknowns on all facets sharing a mesh node. In two dimensions, each block is a tridiagonal
cyclic matrix. For instance, the block corresponding to theinterior node shown on the left
picture in Fig. 2 is a5 × 5 matrix.

Recall the formula forGRAD (2.19). Due to the special structure of matrixM, its
inverse is also a block-diagonal matrix and can be easily computed. As the product of
sparse matrices, the discrete gradient operator is also sparse (contrary to other MFD meth-
ods). Substituting the first equation in (2.20) into the second one, we get a cell-centered
discretization with a local stencil:

−DIV GRAD ph = f . (2.25)

Examples of the stencils for the operatorsGRAD andDIV GRAD are shown in Fig-
ure 2(a) and Figure 2(b), respectively.

The matrix for problem (2.25) appears on the right in the identity

[−DIV GRAD p,q]Q =
〈

DDIV M−T (DIV )TDp,q
〉

.

As shown in the proof of Lemma 2.4,DIV Tq = 0 impliesq = 0. Therefore, the resulting
algebraic system has a positive definite matrix when allME satisfy (2.13) in Assumption
A3. When the matricesME are symmetric, the coefficient matrix of problem (2.25) is
symmetric and positive definite.

3 Convergence analysis

Throughout the paper,C andCi denote generic positive constants which are independent
of h but may depend on various constants appearing in assumptions A1–A7 and (3.2). To
prove optimal convergence estimates we need additional assumptions on the tensorK.
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a.GRAD stencil b. DIV GRAD stencil

Figure 2: Stencils for operatorsGRAD andDIV GRAD on a triangular mesh. On the left,
the equation for the velocity unknown at the position marked by a solid circle involves pressure
unknowns at the positions marked by squares. On the right, the pressuremarked by a solid square
is coupled with the pressures marked by squares.

[A5 ] We assume thatK ∈ (W 1
∞(Ω))d×d.

The Taylor’s theorem and AssumptionA5 imply that

max
x∈E

|Kij(x) −KE,ij| ≤ C hE ‖Kij‖1,∞,E, 1 ≤ i, j ≤ d, (3.1)

where‖ · ‖1,∞ is the norm in the Sobolev spaceW 1
∞. Using AssumptionA1 and (3.1), it

can also be shown that there exists a constantCK depending onk0 and the constant in (3.1)
such that

max
x∈E

|K−1
ij (x) −K−1

E,ij| ≤ CK hE‖K‖1,∞,E, 1 ≤ i, j ≤ d, (3.2)

where‖K‖1,∞,E = max
1≤i,j≤d

‖Kij‖1,∞,E.

We shall use repeatedly the following approximation result[12, Lemma 4.3.8]. For
every elementE, if φ ∈ Wm+1

p (E), p ≥ 1, there existsφm, a polynomial of degree at most
m, such that

|φ − φm|W k
p (E) ≤ Chm+1−k

E |φ|W m+1
p (E), k = 0, . . . ,m + 1. (3.3)

In particular, ifp ∈ H2(E), then there exists a linear functionp1
E such that

‖p − p1
E‖L2(E) ≤ C h2

E ‖p‖H2(E), ‖p − p1
E‖H1(E) ≤ C hE ‖p‖H2(E). (3.4)

We will also make use of the trace inequality [5]:

‖χ‖2
L2(ẽ) ≤ C

(

h−1
E ‖χ‖2

L2(E) + hE |χ|2H1(E)

)

∀χ ∈ H1(E), (3.5)
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whereẽ is any edge (face in 3D) ofE. The constantC depends only on constants appearing
in AssumptionA2. Applying (3.5) to the differencep − p1

E and using (3.4), we have

‖p − p1
E‖

2
L2(ẽ) + h2

E‖∇(p − p1
E)‖2

L2(ẽ) ≤ C h3
E ‖p‖2

H2(E). (3.6)

The estimate also holds for any facete of E.
The error estimates are derived in the mesh dependent norms:

|||q|||Q = [q, q]
1/2
Q and |||v|||X = [v, v]

1/2
X ≡

〈

1

2
(M + MT )v, v

〉1/2

.

It is easy to see that|||v|||X is indeed a norm, since (2.13) in AssumptionA3 implies that
Ms = 1

2
(M + MT ) is symmetric and positive definite. Moreover, if both (2.13)and (2.14)

hold, the following Cauchy-Schwarz type inequality is true:

[u, v]X ≤
α1

α0

|||u|||X |||v|||X ∀u, v ∈ Xh. (3.7)

3.1 Optimal velocity estimate

In this section we prove the optimal estimate for the velocity.

Theorem 3.1 Let pairs(p, ~u) and(ph, uh) be the solutions of problems (2.2) and (2.20),
respectively, and letp ∈ H2(Ω). Under assumptionsA1 - A5, there exists a constantC
independent ofh such that

|||~uI − uh|||X ≤ C h ‖p‖H2(Ω).

Proof.Let v = uh − ~uI . Lemma 2.3 implies that

DIV v = DIV (uh − ~uI) = f I − f I = 0.

Then, using the discrete Green’s formula (2.17), we get

|||~uI − uh|||
2
X = −[~uI − uh, v]X = [(K∇p)I , v]X − [GRAD ph, v]X = [(K∇p)I , v]X .

Let p1 be a discontinuous piecewise linear function satisfying (3.4) on every element
E. Adding and subtracting terms(K∇p1)I and(K∇p1)I , we have

[~uI − uh, v]X = [(K∇p)I − (K∇p1)I , v]X + [(K∇p1)I − (K∇p1)I , v]X

+ [(K∇p1)I , v]X ≡ I1 + I2 + I3.
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Terms similar toI1 and I2 appear in [15]. Using the Cauchy-Schwarz inequality (3.7),
(2.21), (3.6), and assumptionsA1 andA2, we boundI1 as follows:

|I1| ≤
α1

α0

|||(K∇p −K∇p1)I |||X |||v|||X

≤
α1

α0

(

α1

∑

E∈Ωh

∑

e∈∂E

(

((K∇p −K∇p1)I)e
E

)2
|E|

)1/2

|||v|||X

=
α1

α0

(

α1

∑

E∈Ωh

∑

e∈∂E

(

1

|e|

∫

e

K∇(p − p1) · ~ne ds

)2

|E|

)1/2

|||v|||X

≤ Ch‖p‖H2(Ω)|||v|||X .

(3.8)

For termI2, using an argument similar to (3.8), we have

|I2| ≤
α1

α0

(

α1

∑

E∈Ωh

∑

e∈∂E

(

1

|e|

∫

e

(K −K)∇p1 · ~ne ds

)2

|E|

)1/2

|||v|||X

≤ Ch

(

∑

E∈Ωh

‖∇p1
E‖

2
L2(E)

)1/2

|||v|||X ,

(3.9)

where we have used (3.1) in the last inequality. Using (3.4) we have

‖∇p1
E‖L2(E) ≤ ‖∇p‖L2(E) + ‖∇(p − p1

E)‖L2(E) ≤ C‖p‖H2(E),

which, combined with (3.9), implies that

|I2| ≤ Ch‖p‖H2(Ω)|||v|||X . (3.10)

To estimate the remaining term, we use AssumptionA4 andDIV v = 0 to obtain

I3 =
∑

E∈Ωh

∑

e∈∂E

|e| p1
E(xe) ve

E.

Recall that the pointxe is the mid-point ofeo, a subset of edge (face in 3D)ẽ(e), such that
(2.16) holds. For the linear functionp1

E, we get

p1
E(xe) =

1

|eo|

∫

eo

p1
E(s) ds.
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Using the continuity ofp, (2.16), the approximation result (3.6), and (2.21), we have

|I3| =

∣

∣

∣

∣

∣

∑

E∈Ωh

∑

e∈∂E

ve
E

|e|

|eo|

∫

eo

(p1
E − p) ds

∣

∣

∣

∣

∣

≤ σ−1
∗

∑

E∈Ωh

∑

e∈∂E

|e|1/2|ve
E| ‖p

1
E − p‖L2(eo)

≤ C
∑

E∈Ωh

hE

(

|E|
∑

e∈∂E

|ve
E|

2

)1/2

‖p‖H2(E) ≤ C h ‖p‖H2(Ω) |||v|||X .

(3.11)

Combining estimates forI1, I2, andI3, we prove the assertion of the theorem. 2

3.2 Optimal pressure estimate

To prove optimal convergence for the pressure variable, we first show that aninf-supcon-
dition holds. Let us define the mesh dependentHdiv norm:

|||v|||2div = |||v|||2X + |||DIV v|||2Q.

Lemma 3.1 If AssumptionA2 and (2.13) in AssumptionA3 hold, then there exists a posi-
tive constantβ independent ofh such that for anyq ∈ Qh

sup
v∈Xh, v 6=0

[DIV v, q]Q
|||v|||div

≥ β|||q|||Q. (3.12)

Proof.Let q ∈ Qh and letq be the piecewise-constant function which is equal to(q)E on
E. We shall construct~v ∈ (H1(Ω))d such thatdiv~v = q and

‖~v‖(H1(Ω))d ≤ C1‖q‖L2(Ω), (3.13)

whereC1 is a positive constant independent ofh. Let φ ∈ H2(B) be the solution to the
auxiliary problem (2.24) from Lemma 2.4, but with a right hand sideq̃, the extension ofq
by zero onB. Let~v = ∇φ. By constructiondiv~v = q in Ω and by elliptic regularity [34]

‖~v‖(H1(Ω))d ≤ ‖~v‖(H1(B))d ≤ C1‖q̃‖L2(B) = C1‖q‖L2(Ω),

implying (3.13).
Let v = ~vI . Using (2.21), (3.5), and AssumptionA2, we get

[v,v]X,E ≤ α1 |E|
∑

e∈∂E

|ve
E|

2

≤ C
∑

e∈∂E

|E|

|e|

(

(h−1
E ‖~v‖2

(L2(E))d + hE|~v|
2
(H1(E))d)

)

≤ C
∑

e∈∂E

(

‖~v‖2
(L2(E))d + h2

E |~v|2(H1(E))d

)

≤ C2‖~v‖
2
(H1(E))d .

(3.14)
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Therefore, using (3.13),

|||v|||2X ≤ C2‖~v‖
2
(H1(Ω))d ≤ C2

1C2|||q|||
2
Q.

Further, Lemma 2.3 implies

DIV v = (div~v)I = qI = q.

The last two estimates imply that

|||v|||div ≤
√

1 + C2
1C2 |||q|||Q,

thus the assertion of the lemma follows withβ = 1/
√

1 + C2
1C2. 2

We will need the following result.

Lemma 3.2 Let AssumptionA2 hold. For any elementE and any~v ∈ (H1(E))d, let ~v0

be itsL2 projection on the space of constant vector functions onE. Then there exists a
constantC independent ofh such that

|||~v − ~vI
0|||X,E ≤ C hE ‖~v‖(H1(E))d . (3.15)

Proof.The proof follows from the argument used in the derivation of(3.14) and theL2

projection bound
‖~v − ~v0‖(L2(E))d ≤ ChE‖~v‖(H1(E))d , (3.16)

which follows from (3.3). 2

Theorem 3.2 Let (p, ~u) and (ph, uh) be the solutions of problems (2.2) and (2.20), re-
spectively, and letp ∈ H2(Ω). Under assumptionsA1 - A5, there exists a constantC
independent ofh such that

|||pI − ph|||Q ≤ C h ‖p‖H2(Ω).

Proof.Using Lemma 3.1, we have

|||pI − ph|||Q ≤
1

β
sup

v∈Xh,v 6=0

[DIV v, pI − ph]Q
|||v|||div

(3.17)

To estimate the nominator, we first add and subtract(p1)I wherep1 is the discontinuous
piecewise linear approximation top satisfying (3.4), and then apply AssumptionA4:

[DIV v, pI − ph]Q = [DIV v, (p − p1)I ]Q + [DIV v, (p1)I ]Q + [uh, v]X

= [DIV v, (p − p1)I ]Q +
∑

E∈Ωh

∑

e∈∂E

|e| p1
E(xe)v

e
E

−
∑

E∈Ωh

[(KE∇p1
E)I , v]X,E + [uh, v]X

≡ I4 + I5 − I6 + I7.
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The termI4 is estimated using (3.4):

|I4| ≤ Ch2 |||v|||div ‖p‖H2(Ω). (3.18)

The second term is estimated as the similar term in the proof of Theorem 3.1:

|I5| ≤ C h |||v|||X ‖p‖H2(Ω). (3.19)

The last two terms are treated by adding and subtracting(K∇p1)I and(K∇p)I :

I6 − I7 = [(K∇p1)I − (K∇p1)I , v]X + [(K∇p1)I − (K∇p)I , v]X + [~uI − uh, v]X

≡ Ia
67 + Ib

67 + Ic
67.

The first two terms appeared in the proof of Theorem 3.1; therefore

|Ia
67| + |Ib

67| ≤ C h |||v|||X ‖p‖H2(Ω). (3.20)

The termIc
67 is estimated using (3.7) and Theorem 3.1:

|Ic
67| ≤

α1

α0

|||~uI − uh|||X |||v|||X ≤ C h‖p‖H2(Ω) |||v|||X . (3.21)

The proof is completed by combining (3.17)–(3.21). 2

3.3 Superconvergence of the pressure

In this section we prove a second-order convergence estimate for the pressure variable. We
make two additional assumptions which will allow us to generalize the approach developed
in [15] to non-symmetric discretizations.

[A6 ] We assume that for everyE in Ωh, there exist a lifting operatorRE from Xh,E to
H(div; E) such that

div (RE(vE)) = DIV vE ∀vE ∈ Xh,E, (3.22)

‖RE(vE)‖(L2(E))d ≤ C |||vE|||X,E ∀vE ∈ Xh,E, (3.23)

and
RE((~vI

0)E) = ~v0 (3.24)

for every constant vector~v0. Moreover, for any edge (face in 3D)ẽ shared by ele-
mentsE1 andE2, we assume that

RE1
(vE1

) · ~nẽ = RE2
(vE2

) · ~nẽ ∀vEi
∈ Xh,Ei

, i = 1, 2. (3.25)

Note that the lifting operator is never appear in the method implementation. It is a
useful tool to prove convergence estimates; therefore, we only need to prove its existence.
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[A7 ] Let R(i)
E , i = 1, 2, be two (possibly different) lifting operators satisfyingAssumption

A6. DefineσE(K−1; ~u, ~v) as follows:

σE(K−1; ~u, ~v) = [(~uI)E, (~vI)E]X,E −

∫

E

K−1R
(1)
E ((~uI)E) · R

(2)
E ((~vI)E) dx.

We assume that
∣

∣σE(K−1; ~u, ~v)
∣

∣ ≤ Ch2
E ‖~u‖(H1(E))d ‖~v‖(H1(E))d (3.26)

for all ~v, ~u ∈ (H1(E))d.

For a givenK, σE(K−1; ~u, ~v) is the bilinear form with respect to~u and~v. The following
lemma illustrates some of the properties of the lifting operatorsR(i)

E , i = 1, 2. For each
edge (face in 3D)̃e, we define the spacePl(ẽ) of polynomials of degree≤ l.

Lemma 3.3 Let AssumptionA4 hold and the lifting operatorsR(i)
E , i = 1, 2, satisfy as-

sumptionsA6 - A7. For any elementE, letvE ∈ Xh,E and assume that for each edge (face
in 3D) ẽ there exist an integerl such that

rẽ ≡ R
(2)
E (vE) · ~nẽ ∈ Pl(ẽ),

rẽ(xe) = ve
E ∀e ∈ ẽ.

Furthermore, letxe, e ⊂ ẽ, be the quadrature points for exact integration of polynomials
in Pl+1(ẽ) with corresponding weights|e|, i.e.,

∫

ẽ

pl+1(s)ds =
∑

e∈ẽ

|e|pl+1(xe) ∀pl+1 ∈ Pl+1(ẽ).

Let~u0 be a constant vector andu0 = ~uI
0. Then,

∫

E

K−1
E R

(1)
E (u0,E) · R(2)(vE) dx = [u0,E, vE]X,E ∀vE ∈ Xh,E. (3.27)

Proof.Note that~u0 = KE∇ϕ1 for some linear functionϕ1. Then, AssumptionA6, integra-
tion by parts, and AssumptionA4 give
∫

E

K−1
E R

(1)
E (u0,E) · R(2)(vE) dx = −

∫

E

ϕ1 div(R
(2)
E (vE)) dx +

∑

ẽ∈∂E

∫

ẽ

ϕ1 rẽ ds

= −DIV vE

∫

E

ϕ1 dx +
∑

e∈∂E

|e|ϕ1(xe)v
e
E

= [(KE∇ϕ1)I , vE]X,E.
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This proves the assertion of the lemma. 2

An example of the above lemma is whenl = 0 andxe is the center of mass of facete.
Another technique for proving (3.27) for simplicial meshesand a particular inner product
onXh,E is shown in the next section.

In the theorem below we employ a duality argument to derive a superconvergence esti-
mate for|||pI − ph|||Q.

Theorem 3.3 Assume that problem (2.2) isH2-regular andf ∈ H1(Ω). Let the pairs
(p, ~u) and (ph, uh) be the solutions of problems (2.2) and (2.20), respectively. Under
assumptionsA1 - A7, there exists a constantC independent ofh such that

|||pI − ph|||Q ≤ C h2 (‖~u‖(H1(Ω))d + ‖p‖H2(Ω) + ‖f‖H1(Ω)).

Proof.Note that under AssumptionA5, H2-regularity holds ifΩ be a convex domain
[24].

Let R(i)(v) be such thatR(i)(v)|E = R
(i)
E (vE), i = 1, 2. Let qh be the piecewise

constant function such thatqh|E = pI
E − (ph)E. We consider the following auxiliary

problem
−divK∇ϕ = qh in Ω,

ϕ = 0 on∂Ω,

TheH2-regularity assumption implies that

‖ϕ‖H2(Ω) ≤ C‖qh‖L2(Ω) = C|||pI − ph|||Q. (3.28)

Let ~v = −K∇ϕ, v = ~vI . Using Lemma 2.3, the first equation in (2.23), Assumption
A6, and integration by parts, we get

|||pI − ph|||
2
Q = [DIV v, ph − pI ]Q

= [uh, v]X −

∫

Ω

p div
(

R(2)(v)
)

dx

= [uh, v]X +

∫

Ω

K−1K∇ p · R(2)(v) dx

= [uh − ~uI , v]X +
∑

E∈Ωh

σE(K−1; ~u, ~v) +

∫

Ω

K−1(R(1)(~uI) − ~u)R(2)(v) dx

= J1 + J2 + J3. (3.29)

To estimateJ1, we first definew = uh −~uI . Then, using the definition ofv and adding
and subtracting the terms(K∇ϕ1)I and(K∇ϕ1)I , we have

J1 = [w, (K∇ϕ1)I − (K∇ϕ)I ]X + [w, (K∇ϕ1)I − (K∇ϕ1)I ]X + [w, (K∇ϕ1)I ]X

≡ J11 + J12 + J13,

18



whereϕ1 is the piecewise linear approximation toϕ satisfying (3.4) on every elementE,
andK is the piecewise constant approximation toK defined in Section 2. The termsJ11,
J12, andJ13 are estimated similarly to termsI1, I2, andI3 that appeared in the proof of
Theorem 3.1. We have

|J1| ≤ C h |||w|||X‖ϕ‖H2(Ω).

Applying Theorem 3.1 and regularity result (3.28), we get

|J1| ≤ C h2 ‖p‖H2(Ω)|||p
I − ph|||Q. (3.30)

To estimateJ2, we use (3.26), AssumptionA5, and (3.28):

|J2| ≤ Ch2‖~u‖(H1(Ω))d ‖~v‖(H1(Ω))d ≤ Ch2‖~u‖H1(Ω) |||p
I − ph|||Q. (3.31)

To estimateJ3, we add and subtract~v, then integrate by parts and use AssumptionA6:

J3 =

∫

Ω

K−1(R(1)(~uI) − ~u) (R(2)(~vI) − ~v) dx +

∫

Ω

K−1(R(1)(~uI) − ~u)~v dx

= J31 −

∫

Ω

(R(1)(~uI) − ~u)∇ϕ dx = J31 +

∫

Ω

ϕ div(R(1)(~uI) − ~u) dx

= J31 +

∫

Ω

(f I − f) ϕ dx

= J31 +

∫

Ω

(f I − f)(ϕ − ϕI) dx = J31 + J32. (3.32)

Let ~u0 be theL2 projection of~u on the space of piecewise constant vector functions. The
triangle inequality, (3.24), (3.23), (3.15), and (3.16) imply that

‖R(1)(~uI) − ~u‖(L2(Ω))d ≤ ‖R(1)(~uI) − ~u0‖(L2(Ω))d + ‖~u − ~u0‖(L2(Ω))d

≤ C |||~uI − ~uI
0|||X + ‖~u − ~u0‖(L2(Ω))d

≤ C h ‖~u‖(H1(Ω))d .

The bound on‖R(2)(~vI) − ~v‖(L2(Ω))d is similar. Therefore

|J31| ≤ Ch2‖~u‖(H1(Ω))d‖~v‖(H1(Ω))d ≤ Ch2‖~u‖(H1(Ω))d|||pI − ph|||Q, (3.33)

where we have used AssumptionA5 and (3.28) for the last inequality.
The scalar version of the approximation property (3.16) gives the estimates

‖f I − f‖L2(Ω) ≤ C h‖f‖H1(Ω) (3.34)

and
‖ϕ − ϕI‖L2(Ω) ≤ C h‖ϕ‖H1(Ω) ≤ C h |||pI − ph|||Q. (3.35)

Inserting estimates (3.33)-(3.35) into (3.32) and combining the resulting estimate with
(3.29)–(3.31), we complete the proof of the theorem. 2
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4 Analysis of particular quadrature rules

In this section we consider symmetric and non-symmetric quadrature rules (2.12). We show
that on simplicial meshes a symmetric quadrature exists that satisfies the assumptions made
above. For general polyhedral meshes, a convergent non-symmetric method can be build
whenever AssumptionA3 holds.

4.1 Symmetric methods

Throughout this section we assume that the meshes satisfy the following condition:

each cornerc of Ωh is formed by exactlyd facets.

Note that in 2D all meshes satisfy this condition. We give an explicit symmetric formula
for matricesMc in (2.12) which define element matricesME, and verify assumptionsA3,
A4, A6, andA7 for simplicial meshes.

GivenvE ∈ XE,h, let ~vE(c) ∈ Rd be a vector associated with cornerc of E such that
its normal component on any facete that forms the corner is equal tove

E. Since each corner
is formed by exactlyd non-planar facets, the vector~vE(c) is uniquely determined. If the
cornerc is formed by facetse1, . . . , ed with normals~ne, then

~vE(c) = N−T
c (ve1

E , . . . , ved

E )T , Nc = [~ne1
; . . . ;~ned

] . (4.1)

We refer to~vE(c) as therecoveredvector.
For every cornerc of E, using the recovered vectors, we define

[u, v]X,E,c = γEwcK
−1
E ~uE(c) · ~vE(c), γ−1

E =
1

|E|

∑

c∈E

wc, (4.2)

wherewc are positive weights. In this section, we choose equal weights, wc = |E|/mE,
mE is the number of vertices ofE, implying γE = 1. With the above definition, the corner
quadrature rule matrixMc in (2.12) can be written as

Mc =
|E|

mE

N−1
c K−1

E N−T
c . (4.3)

The next lemma shows that[·, ·]X build from (4.2) satisfies AssumptionA3.

Lemma 4.1 Let assumptionsA1 and A2 hold. Then, AssumptionA3 is satisfied for the
matrixME defined through (2.12) and (4.2).

Proof.According to (2.12), it is sufficient to show (2.13) for everycorner ofE. Using (4.3)
and assumptionsA1 andA2, it is easy to see that the left inequality in (2.13) holds with

α0 =
1

mE k1

min
c∈E

λmin(N−1
c N−T

c ) ≥
1

mE k1

.
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b. New face points

Figure 3:Auxiliary edge and face points.

Similarly, the upper bound in (2.13) holds with

α1 =
1

mE k0

max
c∈E

λmax(N
−1
c N−T

c ) ≤
1

mE k0

sin−2(γ∗).

Bound (2.14) is trivially satisfied, sinceME is symmetric. This proves the assertion of the
lemma. 2

Remark 4.1 SinceME is symmetric, it can be shown easily, using Lemma 4.1, that[·, ·]X
is an inner product inXh.

We proceed with verifying AssumptionA4 for (4.2) and simplicial meshes. In two
dimensions, for each edge with end pointsa1 anda2, we define two new points

a12 =
1

3
(2a1 + a2) and a21 =

1

3
(a1 + 2a2) (4.4)

which are interior points of the two facets, see Figure 3(a).In three dimensions, for each
face (which is a triangle) with verticesa1, a2 anda3, we define three new points

a123 =
1

4
(2a1 + a2 + a3), a231 =

1

4
(a1 + 2a2 + a3), a312 =

1

4
(a1 + a2 + 2a3), (4.5)

which are interior points of three facets, see Figure 3(b). Note that thed new points are the
projections of the center of mass,xE, onto the edge (face in 3D) along directions parallel
to the otherd edges. We use notationxe for the new point inside facete.

Lemma 4.2 Let Ωh be a simplicial partition. Then AssumptionA4 holds with pointsxe

defined by(4.4) in 2D and(4.5) in 3D.
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Proof.According to (2.12), the matrixME corresponding to[·, ·]X,E is block diagonal
with d + 1 blocks. Thus, to prove (2.15), it is sufficient to show it for every cornerc of E.
Recall that cornerc is formed by facetse1, . . . , ed. Assume for simplicity that the normal
vectors~nei

are outward toE. Let ~vE(c) be the vector recovered at cornerc. Note that on
simplicial mesheswc = |E|

d+1
. Since the constant vector∇q1 is recovered exactly, (2.15)

reduces to

|E|

d + 1
(K−1

E ~vE(c)) · (KE∇q1) =
d
∑

i=1

|ei| (q
1(xei

) − q1(xE)) vei

E . (4.6)

Using formula (4.1) for the recovered vector~vE(c), (4.6) is equivalent to

|E|

d + 1
∇q1 =

d
∑

i=1

|ei|~nei
q1(xei

− xE) (4.7)

To prove (4.7), recall that pointsxe are defined by (4.4) in 2D and (4.5) in 3D. Let us
consider the triangular elementE shown in Fig. 4. The shaded trianglêE is congruent to
E and|Ê| = d/(d + 1)|E|. The pointsxe1

, xe2
andxE are the mid-points of the edges of

xe2

xE
xe1

c

Figure 4:The congruent trianglesE andÊ (shaded).

Ê. This implies that (2.16) holds withσ∗ = 4/3. Using that the midpoint quadrature rule is
exact for linear functions and applying the Green’s formulato the right hand side of (4.7),
we get

d
∑

i=1

|ei|~nei
q1(xei

− xE) =
1

d

∫

∂Ê

~nÊ q1(s − xE) ds =
1

d

∫

Ê

∇q1 dx =
|E|

d + 1
∇q1,

implying (4.7). The same argument proves (4.7) for a tetrahedral element. 2

Now we verify assumptionsA6 andA7. Consider the lowest order Brezzi-Douglas-
Marini mixed finite element space BDM1 consisting of piecewise linear vector functions
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with continuous normal components [13]. A BDM1 vector is uniquely defined by the values
of its normal component atd points on each edge (face in 3D). LetR

(1)
E (vE) = R

(2)
E (vE) =

RE(vE) be the BDM1 interpolant satisfying for each facete

RE(vE)(c) · ~ne = ve
E,

wherec is the corner associated withe. This lifting operator preserves constant vector
functions and has a continuous normal component across meshinterfaces [13]. Note that

DIV vE =
1

|E|

∑

e∈∂E

|e| ve
E =

1

|E|

∑

ẽ∈∂E

|ẽ|

d

∑

c of ẽ

~vE(c) · ~nE,

where~vE(c) is the vector recovered at cornerc and the last sum includes only corners asso-
ciated withẽ. By construction,~vE(c) = RE(vE)(c). Since, the last sum is the quadrature
rule for exact integration of linear functions, we get

DIV vE =
1

|E|

∑

ẽ∈∂E

∫

ẽ

RE(vE) · ~nE ds = div(RE(vE)).

ThusRE(vE) satisfies (3.22). The definition ofRE(vE) easily implies (3.23). Therefore
AssumptionA6 holds.

The following lemma verifies AssumptionA7.

Lemma 4.3 Let tensorK satisfy AssumptionA5 and let the lifting operatorRE be the
BDM1 interpolation operator defined above. Then, AssumptionA7 holds.

Proof.Let~v, ~u ∈ (H1(E))d. Let~v0,E be theL2 projection of~v on the space of constant
vector functions onE, v0,E = (~vI

0)E, anduE = (~uI)E. Similarly, we define~u0,E and
u0,E. Then, definition on the inner product (4.2) onXh,E and the quadrature rule for exact
integration of linear functions give

[v0,E, uE]X,E =
|E|

d + 1

∑

c∈E

K−1
E RE(v0,E)(c)·RE(uE)(c) =

∫

E

K−1
E RE(v0,E)·RE(uE) dx.

The above identity implies that

σE(K−1
E ; ~v0,E, ~u) = 0 ∀~u ∈ (H1(E))d. (4.8)

Using the definition ofσE(K−1; ~v, ~u), we write

σE(K−1; ~v, ~u) = σE(K−1
E ; ~v, ~u) +

∫

E

(

K−1
E −K−1

)

RE(vE) · RE(uE) dx

= I1 + I2.
(4.9)

Using (4.8), then (3.15) and (3.16), we boundI1 as follows:

|I1| = |σE(K−1
E ; ~v − ~v0,E, ~u − ~u0,E)| ≤ h2

E ‖~u‖(H1(E))d‖~v‖(H1(E))d . (4.10)
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The integralI2 can be broken into three integrals

I2 =

∫

E

(

K−1
E −K−1

)

RE(vE − v0,E) · RE(uE) dx

+

∫

E

(

K−1
E −K−1

)

RE(v0,E) · RE(uE − u0,E) dx

+

∫

E

(

K−1
E −K−1

)

RE(v0,E) · RE(u0,E) dx = I21 + I22 + I23.

Using (3.2), (3.23), and (3.15), we bound the first two integrals:

|I21 + I22| ≤ Ch2
E‖~v‖(H1(E))d‖~u‖(H1(E))d . (4.11)

To bound the third integral, we use property (3.24), the factthat the constant tensorKE is
the mean value ofK onE, then estimates (3.1) and (3.2):

|I23| =

∣

∣

∣

∣

∫

E

(K −KE)K−1
E ~v0,E · K−1~u0,E dx

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

E

(K −KE)K−1
E ~v0,E ·

(

K−1 −K−1
E

)

~u0,E dx

∣

∣

∣

∣

≤ Ch2
E‖~v‖(L2(E))d‖~u‖(L2(E))d .

(4.12)

A combination of (4.9)–(4.12) completes the proof of the lemma. 2

Remark 4.2 The analysis developed in this section can be extended to uniformly refined
quadrilateral and hexahedral meshes via a mapping to a reference element, using tech-
niques developed in [29, 44].

4.2 Non-symmetric methods

In this section we consider unstructured polygonal and polyhedral meshes. We give explicit
formula for matricesMc in (2.12) such that AssumptionA4 is automatically satisfied.
Analysis of sufficient conditions for assumptionsA3, A6 andA7 will be the topic of future
research.

The derivation of matrixMc follows essentially the path developed in [16]. It is suf-
ficient to verify AssumptionA4 for d + 1 linearly independent basis functions inP1(E),
for example,1 andxi, i = 1, . . . , d, where(x1, . . . , xd) denote the Cartesian coordinate
system inℜd. Note that both sides of (2.15) are zero whenq1 = 1. For q1 = xi, the
right-hand side of (2.15) is a linear functional ofv and therefore it can be represented
as rT

i v, whereri ∈ Xh,E. The entries ofri are thei-th coordinates of thekE vectors
xe1

− xE, . . . , xekE
− xE, wheree1, . . . , ekE

are the facets ofE. Thus, we getd linear
equations for the unknown matrixME:

MEni = ri, i = 1, . . . , d, (4.13)
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whereni = (KE∇xi)
I
E. If we definekE × d matricesÑE andRE as

ÑE = [n1; . . . ;nd] and RE = [r1; . . . ; rd],

then (4.13) can be written in the compact form

MEÑE = RE. (4.14)

We refer to [16] for more details.
The matrixME is block diagonal with as many blocks as there are corners inE. Let us

consider a particular cornerc of E. Without loss of generality, we assume thate1, . . . , ekc

are the facets that form this corner. It follows from (4.14) that

McÑc = Rc, (4.15)

whereÑc andRc arekc × d matrices formed bykc rows of matrices̃NE andRE, respec-
tively. When the cornerc is formed by exactlyd facets,

Ñc = NT
c KE,

whereNc =
[

~ne1
; . . . ;~nekc

]

. In this case, the solution to (4.15) is

Mc = RcÑ
−1
c . (4.16)

If kc > d, matrixÑT
c has a non-empty null space. LetDc be a matrix with columns that

span this null space, i.e.̃NT
c Dc = 0. Then,

Mc = Rc

(

ÑT
c Ñc

)−1

ÑT
c + DcUcD

T
c , (4.17)

whereUc is an arbitrary symmetric positive definite matrix of sizekc−d. This implies that
there exists a family of solutions to (4.15) which is described by(kc − d)(kc − d + 1)/2
parameters.

Finding sufficient conditions for AssumptionA3 is a non-trivial task (see e.g., [30]
where MPFA methods on quadrilateral meshes are analyzed) since the geometry ofE
is coupled with the tensor properties of the permeability coefficient KE. The proposed
methodology is reduced to analysis of onlykc × kc matrices.

We consider in more detail the two-dimensional case, wherekc = d = 2. We introduce
some additional notation as shown in Fig. 5. Let~ai, i = 1, 2, be the vector pointing from
pointxE to pointxei

. Let~ti, i = 1, 2, be the unit vectors tangential to facetsei and pointing
to the cornerc. Then, the2 × 2 matricesRc andNc have the following structure:

RT
c = [~a1; ~a2], Nc = [~ne1

; ~ne2
], and N−1

c =
1

sin γc

[~t2; ~t1].
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c

xe1

xE
~ne1

~t2

~ne2

xe2

~t1

Figure 5: Geometric interperation of rows of the matricesRc, Nc and columns of the matrix
N−1

c .

Now, formula (4.16) implies that

Mc =





~aT
1 K

−1
E

~t2 ~aT
1 K

−1
E

~t1

~aT
2 K

−1
E

~t2 ~aT
2 K

−1
E

~t1



 . (4.18)

For a mesh consisting of parallelograms, formula (4.18) resembles theK-orthogonality
result from [1] derived for a trasmissibility matrix. When~ai is collinear with~t3−i, i = 1, 2,
~aT

i K
−1
E

~ti = 0 describes a mesh orthogonal in a metric.

Lemma 4.4 Let d = 2, K be a scalar tensor, andΩh be a centroidal Voronoi polygonal
mesh. If the pointsxe are defined as the intersection of a dual Delaunay mesh with theedges
of the Voronoi mesh, then the matricesMc defined by (4.16) are diagonal and Assumption
A3 holds.

Proof.The diagonality ofMc follows from the definition of the centroidal Voronoi mesh
– the vectorsai, i = 1, 2, are orthogonal to facetsei. AssumptionA3 then follows from the
non-degeneracy of the Voronoi mesh. 2

We also note that, for general meshes, the flexibility in the locations of pointsxe can be
exploited in the construction of a matrixME satisfying AssumptionA3. We conclude this
discussion with the following result, which is a corollary of theorems 3.1 and 3.2.

Theorem 4.1 Let the matrixMc in (2.12) be given by (4.16) or (4.17). Let Assumption
A3 hold for that matrix. Let pairs(p, ~u) and (ph, uh) be solutions of problems (2.2) and
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(2.20), respectively, andp ∈ H2(Ω). Under assumptionsA1, A2 and A5, there exists a
constantC independent ofh such that

|||~uI − uh|||X ≤ C h ‖p‖H2(Ω)

and
|||pI − ph|||Q ≤ C h ‖p‖H2(Ω).

Verifying assumptionsA6 and A7 requires construction of appropriate interpolation
operators on polygonal and polyhedral elements. This couldbe done by extending the
results from [31, 32] on piecewise Raviart-Thomas spaces to piecewise BDM1 spaces.

5 Numerical experiments

In this section, we present results of numerical experiments using quadrature rules defined
in (4.2). As we mentioned in Section 2, the velocity unknown can be eliminated from the
discrete system resulting in a cell-centered discretization with a symmetric positive definite
matrix. This problem is solved with the preconditioned conjugate gradient (PCG) method.
In the numerical experiments, we used one V-cycle of the algebraic multigrid method [42]
as a preconditioner. The stopping criterion for the PCG method is the relative decrease in
the residual norm by a factor of10−12.

Let us consider the 2D problem (2.2) in the unit square with the known analytical solu-
tion

p(x, y) = x3y2 + x sin(2πxy) sin(2πy)

and the tensor coefficient

K =

(

(x + 1)2 + y2 −xy

−xy (x + 1)2

)

.

In thefirst set of experiments, we consider the sequence of smooth triangular meshes
generated from uniform square meshes by splitting each square cell into four equal trian-
gles; see Figure 6. The convergence rates are shown in Table 1for the discreteL2 norms
defined earlier, as well as for the discreteL∞ norms defined as the maximum component
absolute values of the algebraic vectors. We use a linear regression algorithm to estimate
the convergence rates. We observe second-order convergence rate (superconvergence) of
the pressure variable and first-order convergence rate of the flux variable in the discreteL2

norms.
In the secondset of experiments, we take the meshes generated above and perturb

randomly the positions of the mesh nodes. More precisely, wemove each of the mesh
nodes into a random position inside a square of sizeh/2 centered at the node; see Figure 6.
The convergence rates are shown in Table 2. As in the first example, we observe second-
order convergence of the pressure and first-order convergence of the flux. Both experiments
confirm the theoretical results proved in the previous sections.
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Figure 6: Examples of meshes used in first (top left), second (top right), third (bottomleft), and
fourth (bottom-right) experiments. The meshes in the top row correspond toh = 1/8. The meshes
in the bottom row correspond toh = 1/16.

In thethird set of experiments we consider a sequence of smooth quadrilateral meshes.
On each refinement level the mesh is obtained from a square mesh via the mapping

x := x + 0.1 sin(2πx) sin(2πy), (5.1)

see the bottom picture in Figure 6. The discreteL∞ andL2 norms of the errors are shown
in Table 3. The convergence rates are close to those for triangular meshes. The slight
reduction in convergence rates is due to slower convergenceon coarse meshes.

In the fourth set of experiments, we consider a sequence of polygonal median meshes.
A polygonal median mesh (see the bottom-right picture in Fig. 6) is built in two steps.
First, we generate the Voronoi tessellation for the set of points given by (5.1). Second, we
move each interior mesh node to the center of mass of a triangle formed by the centers of
three Voronoi cells sharing the node. The results are shown in Table 4. We observe the
second-order convergence of the pressure and the first-order convergence of the flux.
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Table 1: Convergence rates in the first set of experiments.

1/h |||pI − ph|||Q |||pI − ph|||∞ |||~uI − uh|||X |||~uI − uh|||∞
8 2.22e-3 3.82e-3 2.08e-2 2.17e-1
16 5.50e-4 1.04e-3 9.96e-3 1.11e-1
32 1.37e-4 2.73e-4 4.91e-3 5.62e-2
64 3.43e-5 7.12e-5 2.45e-3 2.82e-2
128 8.59e-6 1.83e-5 1.22e-3 1.42e-2
Rate 2.00 1.93 1.02 0.98

Table 2: Convergence rates in the second set of experiments.

1/h |||pI − ph|||Q |||pI − ph|||∞ |||~uI − uh|||X |||~uI − uh|||∞
8 2.25e-3 4.21e-3 2.89e-2 2.17e-1
16 5.65e-4 1.05e-3 1.42e-2 1.11e-1
32 1.42e-4 3.26e-4 7.70e-3 5.65e-2
64 3.54e-5 9.25e-5 3.83e-3 3.44e-2
128 8.85e-6 2.49e-5 1.94e-3 1.70e-2
Rate 2.00 1.83 0.97 0.90

Tables 3 and 4 provide a qualitative comparison of symmetricand non-symmetric
methods, since meshes in both sequences have roughly the same number of elements and
these elements are distributed with the same mapping (5.1).The non-symmetric method
provides more accurate fluxes which is due to the fact that AssumptionA4 does not hold
exactly for quadrilateral meshes.

6 Conclusions

We have developed a local flux mimetic finite difference method, which reduces to cell-
centered finite differences for the pressure. The method uses facet fluxes, which are elimi-
nated from the algebraic system by solving small local systems for each mesh vertex. The
method is defined on general polyhedral meshes. We present analysis showing optimal
convergence for both variables and superconvergence for the pressure variable under cer-
tain constructive assumptions on theL2 quadrature rule. Our analysis is based on discrete
space arguments and does not rely on finite element polynomial extensions, with the ex-
ception of the pressure superconvergence proof. A symmetric method that satisfies these
assumptions is developed for simplicial meshes. The analysis is extendable to uniformly
refined quadrilateral and hexahedral meshes. A non-symmetric method is developed for
general polyhedral grids. Both methods satisfy the consistency assumptionA4 by con-
struction. The symmetric method satisfies the coercivity assumptionA3. The validity of
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Table 3: Convergence rates in the third set of experiments.

1/h |||pI − ph|||Q |||pI − ph|||∞ |||~uI − uh|||X |||~uI − uh|||∞
8 5.24e-3 1.81e-2 4.54e-1 3.81e-0
16 1.25e-3 6.80e-3 2.48e-1 2.61e-0
32 3.95e-4 1.87e-3 1.27e-1 1.44e-0
64 9.99e-5 4.84e-4 6.37e-2 7.47e-1
128 2.50e-5 1.23e-4 3.19e-2 3.80e-1
Rate 1.91 1.82 0.96 0.85

Table 4: Convergence rates in the fourth set of experiments.

1/h |||pI − ph|||Q |||pI − ph|||∞ |||~uI − uh|||X |||~uI − uh|||∞
8 1.40e-2 2.71e-2 1.73e-1 8.18e-1
16 2.67e-3 6.17e-3 5.88e-2 3.77e-1
32 5.74e-4 1.33e-3 2.92e-2 2.09e-1
64 1.33e-4 3.12e-4 1.53e-2 1.39e-1
128 3.19e-5 7.88e-5 7.90e-3 8.44e-2
Rate 2.19 2.12 1.08 0.80

this assumption for the non-symmetric method depends on theshape regularity of the grid
and the anisotropy of the tensor permeability coefficient.
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pp. 445–465.

[8] M. B ERNDT, K. L IPNIKOV, J. D. MOULTON, AND M. SHASHKOV, Convergence of
mimetic finite difference discretizations of the diffusionequation, East-West J. Numer.
Math., 9 (2001), pp. 253–284.

[9] M. B ERNDT, K. L IPNIKOV, M. SHASHKOV, M. F. WHEELER, AND I. YOTOV, A
mortar mimetic finite difference method on non-matching grids, Numer. Math., 102
(2005), pp. 203–230.

[10] M. BERNDT, K. L IPNIKOV, M. SHASHKOV, M. F. WHEELER, AND I. YOTOV, Su-
perconvergence of the velocity in mimetic finite differencemethods on quadrilaterals,
SIAM J. Numer. Anal., 43 (2005), pp. 1728–1749.

[11] J. BREIL AND P.-H. MAIRE, A cell-centered diffusion scheme on two-dimensional
unstructured meshes, J. Comput. Phys., 224 (2007), pp. 785–823.

[12] S. BRENNER AND L. SCOTT, The mathematical theory of finite element methods,
Springer-Verlag, Berlin/Heidelberg, 1994.

[13] F. BREZZI, J. DOUGLAS, JR., AND L. D. MARINI , Two families of mixed elements
for second order elliptic problems, Numer. Math., 88 (1985), pp. 217–235.

[14] F. BREZZI AND M. FORTIN, Mixed and hybrid finite element methods, Springer-
Verlag, New York, 1991.

31



[15] F. BREZZI, K. L IPNIKOV, AND M. SHASHKOV, Convergence of mimetic finite dif-
ference method for diffusion problems on polyhedral meshes, SIAM J. Numer. Anal.,
43 (2005), pp. 1872–1896.

[16] F. BREZZI, K. L IPNIKOV, AND V. SIMONCINI , A family of mimetic finite differ-
ence methods on polygonal and polyhedral meshes, Math. Mod. Meth. Appl. Sci., 15
(2005), pp. 1533–1552.

[17] J. CAMPBELL AND M. SHASHKOV, A tensor artificial viscosity using a mimetic finite
difference algorithm, J. Comput. Phys., 172 (2001), pp. 739–765.

[18] P. G. CIARLET, The finite element method for elliptic problems, North-Holland, New
York, 1978.

[19] P. CRUMPTON, G. SHAW, AND A. WARE, Discretisation and multigrid solution of
elliptic equations with mixed derivative terms and stronglydiscontinuous coefficients,
J. Comput. Phys., 116 (1995), pp. 343–358.

[20] M. G. EDWARDS AND C. F. ROGERS, Finite volume discretization with imposed
flux continuity for the general tensor pressure equation, Comput. Geosci., 2 (1998),
pp. 259–290.
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