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Abstract. We develop a cell-centered finite difference method for elliptic problems
on curvilinear quadrilateral grids. The method is based on the lowest order Brezzi-
Douglas-Marini (BDM) mixed finite element method. A quadrature rule gives a block-
diagonal mass matrix and allows for local flux elimination. The method is motivated and
closely related to the multipoint flux approximation (MPFA) method. An advantage of
our method is that it has a variational formulation. As a result finite element techniques
can be employed to analyze the algebraic system and the convergence properties. The
method exhibits second order convergence of the scalar variable at the cell-centers and
of the flux at the midpoints of the edges. It performs well on problems with rough grids
and coefficients, which is illustrated by numerical experiments.
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1. Introduction. Cell-centered finite difference (CCFD) methods ha-
ve been widely used in flow in porous media modeling, especially in the
petroleum industry [5]. They combine local mass conservation and accu-
racy for discontinuous coefficients with relatively easy, compared to finite
element methods, implementation and computational efficiency. CCFD
methods, however, have certain accuracy limitations on irregular grids.

A relationship between CCFD methods and mixed finite element
(MFE) methods was established by Russell and Wheeler [17] for rectangular
grids and diagonal tensor coefficients. They noted that a special quadrature
rule diagonalizes the velocity mass matrix and the MFE method reduces to
CCFD for the pressure. This relation was exploited by Weiser and Wheeler
[21] to obtain optimal convergence and superconvergence for both pressure
and velocity in CCFD methods on rectangular grids. These results were
extended to full tensor coefficients and triangular and logically rectangular
grids by Arbogast et al. in [4, 3] by introducing the expanded mixed finite
element (EMFE) method (see also related results by Vassilevski et al. [19],
Baranger et al. [6], and Micheletti et al. [15] for triangular grids and
diagonal tensor coefficients).
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The EMFE method is superconvergent for smooth grids and coeffi-
cients, but loses accuracy near discontinuities. Pressure Lagrange multi-
pliers can be introduced along discontinuous interfaces to recover higher
order convergence [3], which, however, leads to a hybrid cell-centered –
face-centered formulation. Two other closely related methods that handle
accurately rough grids and coefficients are the control volume mixed finite
element (CVMFE) method, see Cai et al. [9], and the mimetic finite dif-
ference (MFD) methods, see Hyman et al. [12]. Each of these, however,
as in the case of MFE methods, leads to an algebraic saddle-point prob-
lem. The multipoint flux approximation (MPFA) method, see Aavatsmark
et al. [2, 1] has been developed as a finite volume method and combines
the advantages of the above mentioned methods, i.e., it is accurate for
rough grids and coefficients and reduces to a cell-centered stencil for the
pressures. However, due to its non-variational formulation, the theoretical
understanding of its convergence properties is limited. Relationships be-
tween the above methods have been studied by Russell and Klausen in [13].

Our goal in this paper is to develop and analyze an accurate cell-
centered finite difference method for elliptic problems with full discontinu-
ous tensor coefficients on curved quadrilateral grids. We base our approach
on a mixed finite element method that reduces to a cell-centered stencil for
the pressures via a special quadrature rule and local velocity elimination.
Motivated by the MPFA method [1] where sub-edge fluxes are introduced,
we consider the lowest order Brezzi-Douglas-Marini BDM1 mixed finite el-
ement method [7, 8]. The BDM1 velocity space on quadrilaterals has two
degrees of freedom per edge. A special quadrature rule is employed that
for each corner couples only the four associated degrees of freedom. The
CCFD method is obtained by inverting the block-diagonal velocity mass
matrix.

We develop the method for a second order elliptic problem that models
single phase flow in porous media. The problem can be written as a system
of two first order equations

u = −K∇p in Ω, (1.1)

∇ · u = f in Ω, (1.2)

p = g on ΓD , (1.3)

u · n = 0 on ΓN , (1.4)

where the domain Ω ⊂ R2 has a boundary ∂Ω = ΓD ∪ ΓN , ΓD ∩ ΓN =
∅, measure(ΓD) > 0, n is the outward unit normal on ∂Ω, and K is a
symmetric, uniformly positive definite tensor satisfying, for some 0 < k0 ≤
k1 < ∞,

k0ξ
T ξ ≤ ξT K(x)ξ ≤ k1ξ

T ξ ∀x ∈ Ω, ∀ξ ∈ R2. (1.5)

In the above equations p is the pressure, u is the Darcy velocity, and K
represents the permeability divided by the viscosity.
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Remark 1.1. The choice of homogeneous Neumann boundary condi-
tions and the assumption measure(ΓD) > 0 are made for the sake of sim-
plicity of the presentation. Non-homogeneous and full Neumann boundary
conditions can also be handled.

We will use the following standard notation. For a subdomain G ⊂ R2,
the L2(G) inner product (or duality pairing) and norm are denoted (·, ·)G

and ‖ · ‖G, respectively, for scalar and vector valued functions. The norms
of the Sobolev spaces W k

∞(G), k ∈ R are denoted ‖ · ‖k,∞,G. Let ‖ · ‖k,G

be the norm of the Hilbert space Hk(G). We omit G in the subscript if
G = Ω. For a section of the domain or an element boundary S ⊂ R1 we
write 〈·, ·〉S and ‖ · ‖S for the L2(S) inner product (or duality pairing) and
norm, respectively. We will also make use of the space

H(div; Ω) = {v ∈ ( L2(Ω))2 : ∇ · v ∈  L2(Ω)}

equipped with the norm

‖v‖div = (‖v‖2 + ‖∇ · v‖2)1/2.

The weak formulation of (1.1)–(1.4) is: find u ∈ V and p ∈ W such
that

(K−1u,v) = (p,∇ · v) − 〈g,v · n〉ΓD
, v ∈ V, (1.6)

(∇ · u, w) = (f, w), w ∈ W, (1.7)

where

V = {v ∈ H(div; Ω) : v · n = 0 on ΓN}, W = L2(Ω).

It is well known [8, 16] that (1.6)–(1.7) has a unique solution.
The rest of the paper is organized as follows. The numerical method

and its analysis are developed in Section 2 and Section 3, respectively. As
part of the analysis we establish approximation properties for the BDM1

velocity spaces on curved quadrilaterals. We prove that the method con-
verges with rate O(h) in the L2-norm for the pressure and the velocity and
with rate O(h2) for the pressure at the cell centers. Numerical experiments
confirming the theoretical results and comparisons with the EMFE method
are presented in Section 4.

2. The numerical method.

2.1. Definition of the finite element partition. Let Th be a shape
regular and quasiuniform [10] finite element partition of Ω, consisting of
small curvilinear perturbations (to be made precise later) of convex quadri-
laterals. If an element has curved edges, we refer to it as curved quadri-
lateral. We assume that for each element E ∈ Th there exists a bijection
mapping FE : Ê → E where Ê is the reference unit square with vertices
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Fig. 1. Bilinear mapping and orientation of normal vectors.

r̂1 = (0, 0)T , r̂2 = (1, 0)T , r̂3 = (1, 1)T and r̂4 = (0, 1)T . Denote by
ri = (xi, yi)

T , i = 1, . . . , 4, the four corresponding vertices of element E
as shown in Figure 1. The outward unit normal vectors to the edges of
E and Ê are denoted by ni and n̂i, i = 1, . . . , 4, respectively. Let DFE

be the Jacobi matrix and let JE be its Jacobian. We denote the inverse
mapping by F−1

E , its Jacobi matrix by DF−1

E , and its Jacobian by JF−1

E

.

We have that

DF−1

E (x) = (DFE)−1(x̂), JF−1

E

(x) =
1

JE(x̂)
.

It is easy to check that

ni =
1

Jni

JE(DF−1

E )T n̂i, where Jni
= JE |(DF−1

E )T n̂i|R2 (2.1)

and | · |R2 is the Euclidean vector norm in R2.
If E is a quadrilateral, then FE is the bilinear mapping given by

FE(r̂) = r1 (1 − x̂)(1 − ŷ) + r2 x̂(1 − ŷ) + r3 x̂ŷ + r4 (1 − x̂)ŷ

= r1 + r21x̂ + r41ŷ + (r21 − r34)x̂ŷ,
(2.2)

where rij = ri − rj . In this case DFE and JE are linear functions of x̂ and
ŷ:

DFE = [(1 − ŷ) r21 + ŷ r34, (1 − x̂) r41 + x̂ r32]

= [r21, r41] + [(r21 − r34)ŷ, (r21 − r34)x̂],
(2.3)

JE = 2|T1| + 2(|T2| − |T1|)x̂ + 2(|T4| − |T1|)ŷ, (2.4)

where |Ti| is the area of the triangle formed by the two edges sharing ri.
Note that JE > 0 for convex quadrilaterals. It is also easy to see that
Jni

= |ei| on any edge ei.
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If E is a curved quadrilateral, we assume that it is an O(h2)-perturba-
tion of a quadrilateral, i.e.,

FE = F̃E + R(x̂, ŷ), ‖R‖j,∞,Ê ≤ Ch2, j = 0, 1, 2, (2.5)

where F̃E is a bilinear map. We call such elements h2-quadrilaterals.
Let a ∼ b mean that there exist positive constants c0 and c1 indepen-

dent of h such that c0a ≤ b ≤ c1a. For shape-regular and quasi-uniform
quadrilateral grids, (2.3) and (2.4) imply that for all elements E

‖DFE‖∞,Ê ∼ h, ‖JE‖∞,Ê ∼ h2, and ‖JF−1

E

‖
∞,Ê ∼ h−2. (2.6)

Moreover, (2.6) also holds for any curved quadrilateral satisfying (2.5).
For the remainder of the paper we will restrict our attention to curved

quadrilateral elements that are O(h2)-perturbations of parallelograms. We
assume that

‖r21 − r34‖ ≤ Ch2. (2.7)

Following the terminology adopted in [11], we call such elements h2-paralle-
lograms.

Remark 2.1. Note that the notion of h2-parallelograms from [11] is
extended to elements with curved edges, i.e., elements that satisfy (2.5),
where F̃E satisfies (2.7).

Using (2.3), (2.5), and (2.7), a simple direct calculation shows that for
h2-parallelograms

JE = a + b(x̂, ŷ) + d(x̂, ŷ), (2.8)

where |a| ≤ Ch2 is a constant, |b(x̂, ŷ)| ≤ Ch3 is a bilinear function, and
|d(x̂, ŷ)| ≤ Ch4.

2.2. The BDM1 spaces on curved quadrilaterals. Let Vh ×Wh

be the lowest order BDM1 mixed finite element spaces [7, 8]. On the
reference unit square these spaces are defined as

V̂(Ê) = P1(Ê)2 + r curl(x̂2ŷ) + s curl(x̂ŷ2)

=

(
α1x̂ + β1ŷ + γ1 + rx̂2 + 2sx̂ŷ
α2x̂ + β2ŷ + γ2 − 2rx̂ŷ − sŷ2

)
,

Ŵ (Ê) = P0(Ê) = α,

(2.9)

where α, α1, α2, β1, β2, γ1, γ2, s, r are real constants and Pk denotes the
space of polynomials of degree ≤ k. Note that ∇̂ · V̂(Ê) = Ŵ (Ê) and

that for all v̂ ∈ V̂(Ê) and for any edge ê of Ê

v̂ · n̂ê ∈ P1(ê).
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Fig. 2. Degrees of freedom and basis functions for the BDM1 spaces.

It is well known [7, 8] that the degrees of freedom for V̂(Ê) can be
chosen to be the values of v̂ · n̂ê at any two points on each edge ê. We

choose these points to be the vertices of ê, see Figure 2. This choice is
motivated by the requirement of accuracy and certain orthogonalities for
the quadrature rule introduced in the next section.

The velocity space on any element E is defined via the Piola transfor-
mation

v ↔ v̂ : v =
1

JE
DFE v̂ ◦ F−1

E

and the pressure space is defined via the standard change of variables

w ↔ ŵ : w = ŵ ◦ F−1

E .

The BDM1 spaces on Th are given by

Vh = {v ∈ V : v|E ↔ v̂, v̂ ∈ V̂(Ê) ∀E ∈ Th},
Wh = {w ∈ W : w|E ↔ ŵ, ŵ ∈ Ŵ (Ê) ∀E ∈ Th}.

(2.10)

The Piola transformation preserves the normal components of the velocity
vectors on the edges and satisfies [8]

(∇ · v, w)E = (∇̂ · v̂, ŵ)Ê and 〈v · ni, w〉ei
= 〈v̂ · n̂i, ŵ〉êi

. (2.11)

Moreover, (2.1) implies

v · ni =
1

JE
DFE v̂ · 1

Jni

JE(DF−1

E )T n̂i =
1

Jni

v̂ · n̂i. (2.12)

Let Π̂ : (H1(Ê))2 → V̂(Ê) be the reference element projection operator
satisfying

∀ êi ⊂ ∂Ê, 〈(Π̂q̂ − q̂) · n̂i, p̂1〉êi
= 0 ∀ p̂1 ∈ P1(êi). (2.13)

The divergence theorem and (2.13) imply that

(∇̂ · (Π̂q̂ − q̂), ŵ)Ê = 0 ∀ ŵ ∈ Ŵ (Ê). (2.14)
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Following [18, 20, 3], the operator Π is defined locally on each element
E by

Πq ↔ Π̂q, Π̂q := Π̂q̂ ∀q ∈ (H1(E))2. (2.15)

It is shown in [20] that in the case of quadrilaterals Π is a well defined
operator from V ∩ (H1(Ω))d onto Vh satisfying

(∇ · (Πq − q), w) = 0 ∀w ∈ Wh (2.16)

and

‖Πq‖div ≤ C‖q‖1. (2.17)

Due to (2.11), property (2.16) extends trivially to the case of curved quadri-
laterals. The continuity bound (2.17) follows from the argument for prov-
ing the approximation properties of Π, which is given in Lemma A.1 in the
Appendix.

Using an argument due to Fortin (see [8]) and properties (2.16)–(2.17),
it can be shown that the BDM1 spaces on curved quadrilaterals satisfy the
inf-sup condition

inf
w ∈ Wh

w 6= 0

sup
v ∈ Vh

v 6= 0

(∇ · v, w)

‖v‖div‖w‖ ≥ β, (2.18)

where β is a positive constant independent of h.
The following auxiliary estimate will be used in the analysis of the

method.
Lemma 2.1. If E ∈ Th and q ∈ (L2(E))2, then

‖q‖E ∼ ‖q̂‖Ê. (2.19)

Proof. The statement of the lemma follows immediately from the
relations

∫

E

q · q dx =

∫

Ê

1

JE
DFE q̂ · 1

JE
DFE q̂ JE dx̂,

∫

Ê

q̂ · q̂ dx̂ =

∫

E

1

JF−1

E

DF−1

E q · 1

JF−1

E

DF−1

E q JF−1

E

dx,

and bounds(2.6).
The BDM1 mixed finite element method is based on approximating

the variational formulation (1.6)–(1.7) in the discrete spaces Vh × Wh:
find ubdm

h ∈ Vh and pbdm
h ∈ Wh such that

(K−1ubdm
h ,v) = (pbdm

h ,∇ · v) − 〈g,v · n〉ΓD
, v ∈ Vh, (2.20)

(∇ · ubdm
h , w) = (f, w), w ∈ Wh. (2.21)
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It has been shown in [20] that on quadrilaterals the above method has a
unique solution and that it is second order accurate for the velocity and
first order accurate for the pressure in the L2-norm. These results can
be extended to h2-quadrilaterals in light of the approximation results of
Lemma A.1. The method handles well discontinuous coefficients due to
the presence of K−1 in the mass matrix. However, the resulting algebraic
system is a coupled velocity-pressure system and it can be quite large.
Moreover, it is of a saddle-point problem type. Our goal is to design a
quadrature rule that allows for local elimination of the velocities and results
in a positive definite cell-centered pressure matrix.

2.3. A quadrature rule. For q, v ∈ Vh, define the global quadra-
ture rule

(K−1q,v)Q ≡
∑

E∈Th

(K−1q,v)Q,E .

The integration on any element E is performed by mapping to the reference
element Ê. The quadrature rule is defined on Ê. Using the definition (2.10)
of the finite element spaces we have

∫

E

K−1q · v dx =

∫

Ê

K̂−1 1

JE
DFEq̂ · 1

JE
DFEv̂ JE dx̂

=

∫

Ê

1

JE
DF T

E K̂−1DFE q̂ · v̂ dx̂ ≡
∫

Ê

K−1q̂ · v̂ dx̂,

where

K = JEDF−1

E K̂(DF−1

E )T . (2.22)

It is easy to see that bounds (2.6) imply

‖K‖
∞,Ê ∼ ‖K‖∞,E and ‖K−1‖

∞,Ê ∼ ‖K−1‖∞,E. (2.23)

The quadrature rule on an element E is defined as

(K−1q,v)Q,E ≡ (K−1q̂, v̂)Q̂,Ê ≡ |Ê|
4

4∑

i=1

K−1(r̂i)q̂(r̂i) · v̂(r̂i). (2.24)

Note that on Ê this is the trapezoidal quadrature rule.
The corner vector q̂(r̂i) is uniquely determined by its normal compo-

nents to the two edges that share that vertex. Recall that we chose the
velocity degrees of freedom on any edge ê to be the the normal components
at the vertices of ê. Therefore, there are two degrees of freedom associated
with each corner r̂i and they uniquely determine the corner vector q̂(r̂i).
More precisely,

q̂(r̂i) =

2∑

j=1

(q̂ · n̂ij)(r̂i)n̂ij ,
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where n̂ij , j = 1, 2, are the outward unit normal vectors to the two edges
intersecting at r̂i, and (q̂ · n̂ij)(r̂i) are the velocity degrees of freedom
associated with this corner. Let us denote the basis functions associated
with r̂i by v̂ij , j = 1, 2 (see Figure 2), i.e.,

(v̂ij · n̂ij)(r̂i) = 1, (v̂ij · n̂ik)(r̂i) = 0, k 6= j, and

(v̂ij · n̂lk)(r̂l) = 0, l 6= i, k = 1, 2.

Clearly the quadrature rule (2.24) only couples the two basis functions
associated with a corner. For example,

(K−1v̂11, v̂11)Q̂,Ê =
K−1

22
(r̂1)

4
, (K−1v̂11, v̂12)Q̂,Ê =

K−1

12
(r̂1)

4
, (2.25)

and

(K−1v̂11, v̂ij)Q̂,Ê = 0 ∀ ij 6= 11, 12. (2.26)

Remark 2.2. On quadrilaterals the quadrature rule can be defined
directly on an element E. It is easy to see from (2.4) that

(K−1q,v)Q,E =
1

2

4∑

i=1

|Ti|K−1(ri)q(ri) · v(ri). (2.27)

The above quadrature rule is closely related to an inner product used in
the mimetic finite difference methods [12]. We note that it is simpler to
evaluate the quadrature rule on the reference element Ê.

Denote the element quadrature error by

σE(K−1q,v) ≡ (K−1q,v)E − (K−1q,v)Q,E (2.28)

and define the global quadrature error by σ(K−1q,v)|E = σE(K−1q,v).

2.4. The multipoint flux mixed finite element method. We are
now ready to define our method. We seek uh ∈ Vh and ph ∈ Wh such that

(K−1uh,v)Q = (ph,∇ · v) − 〈g,v · n〉ΓD
, v ∈ Vh, (2.29)

(∇ · uh, w) = (f, w), w ∈ Wh. (2.30)

Remark 2.3. We call the method (2.29)–(2.30) a multipoint flux
mixed finite element (MFMFE) method due to its relation to the MPFA
method.

To establish solvability of (2.29)–(2.30) we need the following coerciv-
ity result.

Lemma 2.2. There exists a constant C independent of h such that

(K−1q,q)Q ≥ C‖q‖2 ∀q ∈ Vh. (2.31)
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Proof. Let q ↔ q̂ and q̂ =
∑4

i=1

∑2

j=1
q̂ij v̂ij . We have

(K−1q,q)Q,E =
|Ê|
4

4∑

i=1

K−1(r̂i)q̂(r̂i) · q̂(r̂i)

≥ C

k1

4∑

i=1

q̂(r̂i) · q̂(r̂i) =
C

k1

4∑

i=1

2∑

j=1

q̂2

ij ,

where we used (2.23) and (1.5) in the inequality, and the location of the
degrees of freedom at the vertices in the last equality. On the other hand,
using (2.19),

‖q‖2

E ≤ C(q̂, q̂)Ê = C




4∑

i=1

2∑

j=1

q̂ij v̂ij ,

4∑

k=1

2∑

l=1

q̂klv̂kl


 ≤ C

4∑

i=1

2∑

j=1

q̂2

ij .

The assertion of the lemma follows from the above two estimates.
Remark 2.4. Lemma 2.2 implies that (K−1·, ·)1/2

Q is a norm in Vh.
Let us denote this norm by ‖ · ‖Q. It is easy to see that ‖ · ‖Q is equivalent
to ‖ · ‖. Indeed, using (2.23), (1.5), the equivalence of norms on reference
element Ê, and (2.19), we have that for all q ∈ Vh

(K−1q,q)Q,E = (K−1q̂, q̂)Q̂,Ê ≤ C

k0

‖q̂‖2

Ê
≤ C‖q‖2

E ,

which, combined with (2.31), implies that

c0‖q‖ ≤ ‖q‖Q ≤ c1‖q‖ (2.32)

for some positive constants c0 and c1.
Lemma 2.3. The multipoint flux mixed finite element method (2.29)–

(2.30) has a unique solution.

Proof. Since (2.29)–(2.30) is a square system, it is enough to show
uniqueness. Letting f = 0 and g = 0 and taking v = uh and w = ph, we
conclude that (K−1uh,uh)Q = 0, and therefore uh = 0, due to (2.31). Let
φ be the solution to

−∇ · K∇φ = −ph in Ω,

φ = 0 on ΓD,

−K∇φ · n = 0 on ΓN .

Taking v = ΠK∇φ ∈ Vh in (2.29) and using (2.16), we obtain

0 = (ph,∇ · ΠK∇φ) = (ph,∇ · K∇φ) = ‖ph‖2,

implying ph = 0.



A CELL-CENTERED FINITE DIFFERENCE METHOD 11

E1

E2

E3

E4

p2

p3

u2

p4

p1

u3

e1

e3

u1

u4 e2

e4

Fig. 3. Four elements sharing a vertex.

2.5. Reduction to a cell-centered finite difference method.

The multipoint flux mixed finite element method presented above reduces
to a cell-centered system for the pressures. Let us consider any interior ver-
tex r and suppose that it is shared by elements E1, . . . , E4, see Figure 3.
We denote the edges that share the vertex by e1, . . . , e4, the velocity basis
functions on these edges that are associated with the vertex by v1, . . . ,v4,
and the corresponding values of the normal components of uh by u1, . . . , u4.
Note that for clarity the normal velocities on Figure 3 are drawn at a dis-
tance from the vertex.

Due to the locality of the basis functions interaction in the quadrature
rule (K−1·, ·)Q in (2.25)–(2.26), taking, for example, v = v1 in (2.29) will
only lead to coupling u1 with u4 and u2. Therefore, the four equations
obtained from taking v = v1, . . . ,v4 form a linear system for u1, . . . , u4.
Note that the coefficients of this linear system are

aij = (K−1vi,vj)Q, i, j = 1, . . . , 4.

The local linear system is symmetric and, due to (2.31), positive definite,
and it is therefore invertible. Solving the 4 × 4 linear system allows to
express the velocities ui in terms of the cell-centered pressures pi, i =
1, . . . , 4. Substituting these expressions into the mass conservation equation
(2.30) leads to a cell-centered stencil. The pressure in each element E is
coupled with the pressures in the elements that share a vertex with E. On
logically rectangular grids this is a 9-point stencil.

We give the equation obtained by taking v = v1 in (2.29). On the left
hand side we have

(K−1uh,v1)Q = (K−1uh,v1)Q,E1
+ (K−1uh,v1)Q,E2

. (2.33)
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The first term on the right above gives

(K−1uh,v1)Q,E1
= (K−1ûh, v̂1)Q̂,Ê

=
1

4
(K−1

11,E1
û1v̂1,1 + K−1

12,E1
û4v̂1,1)

=
1

4
(K−1

11,E1
Jn1

u1 + K−1

12,E1
Jn4

u4)Jn1
,

(2.34)

where we have used (2.12) for the last equality. Here K−1

ij,E1
denotes a

component of K−1 in E1 and all functions are evaluated at the vertex r̂3

of Ê, the vertex corresponding to vertex r in the mapping FE1
. Similarly,

(K−1uh,v1)Q,E1
=

1

4
(K−1

11,E2
Jn1

u1 + K−1

12,E2
Jn2

u2)Jn1
. (2.35)

For the right hand side of (2.29) we write

(ph,∇ · v1) = (ph,∇ · v1)E1
+ (ph,∇ · v1)E2

= 〈ph,v1 · nE1
〉e1

+ 〈ph,v1 · nE2
〉e1

= 〈p̂h, v̂1 · n̂E1
〉ê1

+ 〈p̂h, v̂1 · n̂E2
〉ê1

=
1

2
(p1 − p2)Jn1

,

(2.36)

where we have used the trapezoidal rule for the integrals on ê1, which is
exact since p̂h is constant and v̂1·n̂ is linear. A combination of (2.33)–(2.36)
gives the equation

1

2
((K−1

11,E1
+ K−1

11,E2
)Jn1

u1 + K−1

12,E1
Jn4

u4 + K−1

12,E2
Jn2

u2) = p1 − p2.

The other three equations of the local system for u1, . . . , u4 are obtained
similarly.

Remark 2.5. The above construction is also valid for vertices on the
boundary ∂Ω. In the case of Dirichlet boundary conditions, a 3× 3 system
allows to express the velocities in terms of cell and boundary pressures. In
the case of Neumann boundary conditions, the one unknown vertex velocity
is expressed in terms of the two cell pressures and two boundary fluxes.

3. Error analysis. We will make use of the L2-orthogonal projection
onto Wh. For any φ ∈ L2(Ω), let Qhφ ∈ Wh be its L2(Ω) projection
satisfying

(φ −Qhφ, w) = 0 ∀w ∈ Wh.

It is well known [10] that the L2-projection has the approximation property

‖φ −Qhφ‖ ≤ C‖φ‖rh
r, 0 ≤ r ≤ 1. (3.1)
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The convergence analysis of the method (2.29)–(2.30) is similar to the
analysis in the case of straight edge quadrilaterals presented in [22]. The
following estimates hold.

Theorem 3.1. If K−1 ∈ W 1,∞(E) for all elements E, then there

exists a constant C independent of h such that

‖u− uh‖ ≤ Ch‖u‖1, (3.2)

‖∇ · (u − uh)‖ ≤ Ch‖∇ · u‖1, (3.3)

‖p − ph‖ ≤ Ch(‖u‖1 + ‖p‖1). (3.4)

Moreover, if the problem (1.1)–(1.4) has H2-elliptic regularity, and if K ∈
W 1,∞(E) and K−1 ∈ W 2,∞(E) for all elements E, then

‖Qhp − ph‖ ≤ Ch2(‖u‖1 + ‖∇ · u‖1). (3.5)

The proof of the theorem uses the following bounds on the quadrature
error.

Lemma 3.1. If K−1 ∈ W 1,∞(E) for all elements E, then there exists

a constant C independent of h such that for all v ∈ Vh

|σ(K−1Πu,v)| ≤ Ch‖u‖1‖v‖. (3.6)

If K−1 ∈ W 2,∞(E) for all elements E, then, for all v,q ∈ Vh,

|σ(K−1q,v)| ≤ C
∑

E∈Th

h2‖q‖1,E‖v‖1,E . (3.7)

The proof of the above lemma follows closely the argument presented
in [22] for straight-edge quadrilaterals. The error on any element E is
bounded through mapping to the reference element Ê, employing bounds
on the trapezoidal quadrature error, and mapping back to E. We refer the
reader to [22] for details.

Proof of Theorem 3.1. Subtracting the numerical scheme (2.29)–(2.30)
from the variational formulation (1.6)–(1.7) gives the error equations

(K−1(Πu − uh),v)Q = (Qhp − ph,∇ · v) + (K−1(Πu − u),v)
(3.8)

−σ(K−1Πu,v), v ∈ Vh,

(∇ · (Πu − uh), w) = 0, w ∈ Wh. (3.9)

First note that (A.6) implies that on any element E we can choose w =
JE∇· (Πu−uh) ∈ Wh in (3.9). Since JE is uniformly positive, this implies
that

∇ · (Πu − uh) = 0. (3.10)

Bound (3.3) follows from (3.10) and (A.3).
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To show (3.2), take v = Πu − uh in (3.9) to obtain

(K−1(Πu − uh), Πu − uh)Q =(K−1(Πu − u), Πu − uh)

− σ(K−1Πu, Πu − uh).
(3.11)

Using (A.1), the first term on the right above is bounded by

|(K−1(Πu − u), Πu − uh)| ≤ Ch‖u‖1‖Πu − uh‖. (3.12)

The second term on the right in (3.11) can be bounded using Lemma 3.1,

|σ(K−1Πu, Πu − uh)| ≤ Ch‖u‖1‖Πu− uh‖. (3.13)

A combination of (3.11), (3.12), (3.13), (2.31), and (A.1) completes the
proof of (3.2).

Using the inf-sup condition (2.18) and (3.9), we obtain

‖Qhp − ph‖

≤ 1

β
sup

v ∈ Vh

v 6= 0

(∇ · v,Qhp − ph)

‖v‖div

=
1

β
sup

v ∈ Vh

v 6= 0

(K−1(Πu−uh),v)Q−(K−1(Πu−u),v)+σ(K−1Πu,v)

‖v‖div

≤ C

β
h‖u‖1,

where we have used the Cauchy-Schwarz inequality, (3.2), (A.1), and (3.6)
in the last inequality. The proof of (3.4) is completed by an application of
the triangle inequality and (3.1).

The proof of (3.5) is based on a duality argument and employs the
quadrature error bound (3.7); see [22] for details. �

4. Numerical experiments. In this section we present several nu-
merical experiments that confirm the theoretical results of the previous
section. In the first example we take K = 2 ∗ I and solve a problem with
Neumann boundary conditions and a known solution

p(x, y) = cos(2π(x + 1/2)) cos(2π(y + 1/2)).

The domain has an irregular shape, see Figure 4. It is partitioned by
curved quadrilaterals. Note that the numerical grid is smooth, except
across the vertical line that cuts through the middle. Due to (2.22), the
non-smoothness of the grid translates into a discontinuous computational
permeability K. We test the convergence of our method on a sequence of
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Fig. 4. Computed pressure (color) and velocity (arrows) with the MFMFE method
in Example 1.

six meshes, from 8× 8 to 256× 256. The computed solution on the 32× 32
mesh is shown in Figure 4. The MFMFE method is compared to the EMFE
method of [4, 3]. The two methods have comparable computational costs,
as each one reduces to CCFD for the pressure. The discretization errors
and asymptotic convergence rates are presented in Table 1. Here |||p−ph|||
denotes a discrete pressure L2-norm that involves only the function values
at the cell-centers and |||u−uh||| denotes a discrete velocity L2-norm that
involves only the normal vector components at the midpoints of the edges.
We note that for the MFMFE method the obtained convergence rates of
O(h2) for |||p− ph||| and O(h) for ‖u−uh‖ confirm the theoretical results.
The O(h2) accuracy for |||u−uh||| indicates superconvergence for the nor-
mal velocities at the midpoints of the edges. At the same time, the EMFE
method exhibits only O(h) convergence for the pressure and O(h1/2) for
the velocity. The slower convergence is due to reduced accuracy along the
discontinuity, as it can be seen in Figure 5.

In the second example we test our method on a sequence of meshes
obtained by a uniform refinement of an initial rough quadrilateral mesh.
It is easy to see that the resulting partitions consist of h2-parallelograms.
We take K = 2 ∗ I , Dirichlet boundary conditions, and a true solution

p(x, y) = x3y + y4 + sin(x) cos(y).
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Table 1

Discretization errors and convergence rates for Example 1.

MFMFE method EMFE method

1/h |||p − ph||| ‖u− uh‖ |||u − uh||| |||p − ph||| |||u − uh|||
8 0.17E0 0.37E0 0.17E0 0.21E+1 0.37E0
16 0.60E-1 0.21E0 0.46E-1 0.26E0 0.24E0
32 0.97E-2 0.11E0 0.12E-1 0.74E-1 0.16E0
64 0.25E-2 0.58E-1 0.29E-2 0.31E-1 0.12E0
128 0.67E-3 0.29E-1 0.72E-3 0.14E-1 0.84E-1
256 0.17E-3 0.15E-1 0.18E-3 0.70E-2 0.60E-1

Rate 1.99 0.99 2.00 1.04 0.48

Fig. 5. Error in the pressure (color) and the velocity (arrows) the MFMFE method
(left) and the EMFE method (right) in Example 1. The two graphs are scaled differently.
On the left, maximum pressure error (red) is 0.02 and maximum vector length is 0.21.
On the right, maximum pressure error is 0.13 and maximum vector length is 9.35.

The initial 8 × 8 mesh is generated from a square mesh by randomly per-
turbing the location of each vertex within a disk centered at the vertex with
a radius h

√
2/4. The computed solution on the first level of refinement is

shown in Figure 6. The numerical errors and convergence rates are ob-
tained on a sequence of six mesh refinements and are reported in Table 2.
As in the first example, the computationally obtained convergence rates
for the MFMFE method confirm the theoretical results, while the EMFE
method suffers a deterioration of accuracy along the non-smooth interfaces.

Remark 4.1. We recently learned of the concurrent and related work
of Klausen and Winther [14]. They formulate the MPFA method from [1]
as a mixed finite element method using an enhanced Raviart-Thomas space
and obtain convergence results on quadrilateral grids.
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Fig. 6. Computed solution on the first level of refinement in Example 2.

Table 2

Discretization errors and convergence rates for Example 2.

MFMFEM EMFE method

1/h |||p − ph||| ‖u− uh‖ |||u − uh||| |||p − ph||| |||u − uh|||
8 0.10E-1 0.85E-1 0.24E-1 0.19E-1 0.17E0
16 0.27E-2 0.55E-1 0.87E-2 0.88E-2 0.13E0
32 0.70E-3 0.30E-1 0.27E-2 0.45E-2 0.96E-1
64 0.18E-3 0.16E-1 0.73E-3 0.23E-2 0.69E-1
128 0.45E-4 0.81E-2 0.19E-3 0.12E-2 0.50E-1
256 0.11E-4 0.41E-2 0.50E-4 0.59E-3 0.35E-1

Rate 1.99 0.98 1.95 0.99 0.49

APPENDIX

A. Approximation properties of Π.

Lemma A.1. If E is a quadrilateral, then

‖q− Πq‖E ≤ C‖q‖2,Eh2. (A.1)

If E is an h2-quadrilateral, then

‖q− Πq‖E ≤ C‖q‖2,Eh. (A.2)

If E is an h2-parallelogram, then

‖∇ · (q − Πq)‖E ≤ C‖∇ · q‖1,Eh. (A.3)
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Proof. Bound (A.1) has been shown in [20]. The proof of (A.2) is a
modification of the argument in [20]. Using Lemma 2.1, the definition of

V̂(Ê), and the Bramble-Hilbert lemma,

‖q− Πq‖E ≤ C‖q̂ − Π̂q̂‖Ê ≤ C([q̂1]
2,Ê,ŷ + [q̂2]

2,Ê,x̂), (A.4)

where [q̂1]
2,Ê,ŷ = ‖∂2q̂1/∂ŷ2‖Ê and [q̂2]

2,Ê,x̂ = ‖∂2q̂2/∂x̂2‖Ê . Letting g =

r21 − r34, it is easy to see from (2.3) that

JEDF−1

E = A +

[
g2x̂ −g1x̂
−g2ŷ g1ŷ

]
+ R̄, (A.5)

where A is a constant matrix and ‖R̄‖j,∞,Ê ≤ Ch2, j = 0, 1, 2. Using that

q̂ = JEDF−1

E q̃, where q̃(x̂) = q ◦ FE(x̂), (A.4) and (A.5) imply

‖q − Πq‖E ≤ C(h([q̃1]
2,Ê,ŷ + [q̃2]

2,Ê,x̂) + h2‖q̃‖
2,Ê),

where we have also used (2.6). Bound (A.2) now follows from a change of
variables back to E.

To show (A.3) we first note that (2.11) and (∇·v, w)E = (∇̂ · v, ŵJE)Ê

imply

∇ · v =

(
1

JE
∇̂ · v̂

)
◦ F−1

E (x). (A.6)

The above relation gives
∫

E

(∇· (q−Πq))2 dx =

∫

Ê

1

J2
E

(∇̂ · (q̂−Π̂q̂))2JE dx̂ ≤ Ch−2|∇̂ · q̂|2
1,Ê

, (A.7)

where we have used (2.6), (2.14), and the Bramble-Hilbert lemma for the
inequality. On the other hand,

|∇̂ · q̂|
1,Ê = |JE∇̂ · q|

1,Ê

≤ C(‖JE‖∞,Ê|∇̂ · q|
1,Ê + |JE |1,∞,Ê‖∇̂ · q‖Ê)

≤ C(h2|∇̂ · q|
1,Ê + h3‖∇̂ · q‖Ê),

(A.8)

using (2.8) for the last inequality. Combining (A.7) – (A.8) and changing
variables back to E implies (A.3).
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mixtes, PhD thesis, Université Pierre et Marie Curie, Paris, 1977.

[19] P.S. Vassilevski, S.I. Petrova, and R.D. Lazarov, Finite difference schemes
on triangular cell-centered grids with local refinement, SIAM J. Sci. Statist.
Comput., 13 (1992), pp. 1287–1313.

[20] J. Wang and T.P. Mathew, Mixed finite element method over quadrilaterals, in
Conference on Advances in Numerical Methods and Applications, I. T. Dimov,
B. Sendov, and P. Vassilevski, eds., World Scientific, River Edge, NJ, 1994,
pp. 203–214.

[21] A. Weiser and M.F. Wheeler, On convergence of block-centered finite-
differences for elliptic problems, SIAM J. Numer. Anal., 25 (1988),
pp. 351–375.

[22] M.F. Wheeler and I. Yotov, A multipoint flux mixed finite element method,
Tech. Rep. TR Math 05-06, Dept. Math., University of Pittsburgh, 2005.


