Preliminary Exam in Analysis, August 2022

Problem 1. Let (X,d) be a complete metric space, and f : X — X be a function. For any
m € N, let f denote the n-times iterated composition of the function f with itself. (It is defined
recursively by fl:=f, f*:= fo f* ! forn>2.) Let
d n n
A :=liminf sup (f"(@), f (y))
nN—=0 g yeX,zty d(.T,y)

Prove that if A < 1, then f admits a unique fixed point.

Problem 2. Let f,g: X — R be bounded uniformly continuous real functions defined on the
metric space (X,d). Prove that the product x — f(x)g(x) is also uniformly continuous. Show
also that the conclusion is false when the boundedness hypothesis is omitted.

Problem 3. Let {f,}nen : R — R be a sequence of continuous functions with

sup/ | fr| < 0.

neNJR
Let

(@)= [ nla=2) () ds
for some n € C®(R) and n =0 in R\[-1,1].
(1) Show that the sequence {gp}nen : R = R is uniformly bounded.
(2) Show that the sequence {gn}nen : R — R is equicontinuous.

(3) Show that the sequence {gn nen has a subsequence {gn, }ien which is uniformly convergent
in any finite interval (a,b)

Problem 4. Let R?*? be the four-dimensional vector space of all 2 x 2 real matrices and define
f:R?X2 5 R2X2 py f(A) = A2

(i) Show that f has a local inverse near the point

10
as[0]
(ii) Show that f does not have a local inverse near the point
1 0
w[) 0]

Problem 5. Let X = R"*" be the set of n x n square matrices M = [M;;]"

1. We define the
3,7=1
following metric on X :

VM = [M;;], N = [N;;] € X d(M,N) ZZ]MU Nij|
i=1 j=1
Let
O(n):={ReX; RTR=1d}
be the set of orthogonal matrices, where RT denotes the transpose of R. Let also f : X — R be

defined by
VMeX f(M Z Z

=1 j=1
Prove that



(a) f is a continuous function on (X,d).
(b) There exists Rpae € O(n) such that

VR e O(n) [f(R)< f(Rmaz)
Problem 6.

(1) Let Q C R? be an open set and f: Q +— R be a continuous function. Suppose that for
xo € Q there exists a sequence of cubes Qs, (xo) centered at xo with side length 6, such
that 6,, — 0 as n — 0o and

Jo =0
Qs (%0)

for all n. Give a very detailed proof (e — 0 style) that f(xg) = 0.

(2) Use Fubini’s thorem and (a) above to prove that for f € C%(R?), we always have sym-
metric second order partial derivatives

% f O*f

oxdy  Oyox’




