BOUNDARY UPDATE VIA RESOLVENT FOR FLUID-STRUCTURE INTERACTION

MARTINA BUKAC* AND CATALIN TRENCHEA

Abstract. We propose propose a BOundary Update using Resolvent (BOUR) partitioned method, second-order accurate in time, uncon-
ditionally stable, for the interaction between a viscous, incompressible fluid and a thin structure. The method is algorithmically similar to the
sequential Backward Euler - Forward Euler implementation of the midpoint quadrature rule. (i) The structure and fluid sub-problems are first
solved using a Backward Euler scheme, (ii) the velocities of fluid and structure are updated on the boundary via a second-order consistent resol-
vent operator, and then (iii) the structure and fluid sub-problems are solved again, using a Forward Euler scheme. The stability analysis based on
energy estimates shows that the scheme is unconditionally stable. Error analysis of the semi-discrete problem yields second-order convergence
in time. The two numerical examples confirm the theoretical convergence analysis results and show an excellent agreement of the proposed
partitioned scheme with the monolithic scheme.
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1. Introduction. Due to their various applications, development of numerical methods for fluid-structure inter-
action (FSI) problems has been a subject of extensive research [1,5-7,15,18-21,23,27,30,33-36,38]. The compu-
tational algorithms for FSI problems can be classified as monolithic and partitioned. In the monolithic approach, the
fluid and structure equations are solved together [18,24,36]. Using this approach, the two problems remain strongly
coupled, but the resulting linear system is large and ill-conditioned [3, 36]. Alternatively, using the partitioned
approach, the fluid problem is solved separately from the structure problem, resulting in a couple of smaller and
better-conditioned linear systems. Partitioned algorithms can be further classified as strongly-coupled [1,2,4,41],
in which case the fluid and structure sub-problems are iteratively solved within one time step until the energy at the
interface is balanced, or loosely-coupled [6, 10, 19,33,34], when such sub-iterations are not needed. Since the com-
plexity and computational time of strongly coupled partitioned algorithms often may be comparable to a monolithic
approach, loosely-coupled schemes have been a popular choice. However, loosely coupled algorithms often suffer
from numerical instabilities known as the “added mass effect”, which is apparent in the applications where the fluid
and solid densities are similar, such as hemodynamics.

Loosely coupled methods for the interaction between a fluid and a thin structure based on the Lie operator split-
ting approach were proposed in [11,12,19]. The “kinematically coupled 8 scheme” introduced in [10, 11] is obtained
by adding and subtracting the fluid pressure from the previous time step, while the “incremental displacement—
correction scheme” introduced in [19] is obtained by adding and subtracting the elastic operator applied to the
displacement from the previous time step. In both schemes, the fluid sub-problem is solved with a Robin boundary
condition which takes into account the mass the of structure at the fluid-structure interface, exploiting the assumption
that the structure is thin, i.e. has lower dimension than the fluid. The incremental displacement—correction scheme
and the kinematically coupled 8 scheme for B = 1 have been shown to be first order convergent in time [11, 19].
Both partitioned and monolithic approaches for FSI problems based on the Nitsche’s penalty method were proposed
in [13, 14]. Both thin and thick structures, which result in FSI problems which are more difficult to decouple, are
considered. Due to numerical instabilities, the partitioned scheme is stabilized by adding a term which controls the
pressure variations at the interface. The splitting error, however, lowers the temporal accuracy of the scheme, which
was then corrected by proposing a few defect-correction sub-iterations to achieve an optimal, first order convergence
rate.

Second-order partitioned schemes have been proposed in [5, 6,33,34]. In particular, a partitioned approach
based on the Strang splitting was proposed in [33] to study the interaction between non-Newtonian fluids and thin
structures. However, the order of convergence was only investigated in numerical experiments. Partitioned algo-
rithms based on the so called added-mass partitioned Robin conditions have been proposed in [5, 6]. Using the
von Neumann stability analysis, the authors showed that the algorithm for the interaction between a fluid and a
thick, elastic structure proposed in [5] is stable under a condition on the time step which depends on the structure
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parameters. The algorithm proposed in [6], which involves FSI with structural shells, is weakly stable under a
Courant—Friedrichs-Lewy (CFL) condition. Although the numerical results indicate second-order convergence in
time, the convergence rates are not analytically derived. A loosely-coupled scheme for the interaction between a
fluid and a thin structure based on the Crank-Nicolson time discretization, combined with operator-splitting, was
proposed in [34]. In order to achieve stability, the fluid problem is solved with a Robin boundary condition con-
taining structure inertia at the fluid-structure interface, where the fluid stress was added and subtracted to ensure
second-order convergence in time. Based on energy estimates, the scheme has been shown to be stable under a CFL
condition. The optimal convergence rates have been obtained via both the a priori error estimates and the numerical
results.

In this work, we propose a novel partitioned algorithm for the interaction between an incompressible, viscous
fluid and a thin, elastic structure. As commonly done in the literature, we assume that the fluid is modeled using
the Stokes equations, that the structure displacement is infinitesimal and that the fluid-structure interaction problem
is linear [5, 11, 13, 19]. The proposed BOundary Update using the Resolvent partitioned algorithm is similar to the
sequential Backward Euler (BE) - Forward Euler (FE) implementation of the Crank-Nicolson method. (i) The fluid
and structure sub-problems are first solved using a BE scheme, (ii) the velocities of fluid and structure are updated
on the boundary via a second-order in time consistent resolvent operator, and then (iii) the structure and fluid sub-
problems are solved again, using a FE scheme. The main novelty of the BOUR algorithm is the way in which
the interface conditions are combined with the fluid and structure sub-problems, which leads to an unconditionally
stable method. Due to the modus operandi used in coupling of the fluid and solid sub-problems, BOUR differs
significantly from the numerical scheme we previously developed in [34], which was only conditionally stable. The
stability and convergence properties of the semi-discretized scheme are analyzed in Theorem 3.1 and Theorem 4.1,
yielding the unconditional stability and optimal, second-order convergence in time. We investigated the properties of
the proposed method on two numerical examples, and compared the method to the existing ones in the literature. Our
results indicate optimal convergence rate of the BOUR method. Furthermore, we observe an excellent comparison
between the BOUR method and a monolithic scheme, even in case of large time steps, making the proposed method
an appealing alternative to the monolithic scheme.

2. Description of the problem. We are interested in modeling the interaction between a viscous, incompress-
ible fluid and a thin, elastic structure. We assume that the fluid is occupying domain Q C R, d = 2,3, and that
0Q =TUTI},UT,,, where I represents the elastic structure, I';, represents inflow and I',,; represents outflow (see
Figure 2.1). We also assume that the flow is laminar, that the structure undergoes infinitesimal displacements and
that the fluid-structure interaction is linear. These are common assumptions in the analysis of partitioned schemes
for FSI problems [5, 11, 13, 19].
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FIG. 2.1. Fluid domain Q. The lateral boundary I represents an elastic structure.

With the assumption that the flow is Newtonian, we model the fluid using the time-dependent Stokes equations
in a fixed domain Q

prou=V-o(u,p) inQx(0,7), (2.1)
Vou=0 inQ x (0,T), 2.2)
U(u,p)n = —Din ([)’I’L on l—‘in X (07 T>7 (23)



o(u,p)n=—pou(t)n on T,y x (0,7), (2.4)
u(.,0) =u inQ, (2.5)

where w = (u;)i—1,...4 is the fluid velocity, p is the fluid pressure, p; is the fluid density and o (u,p) = —pI +
2uD(u) is the fluid stress tensor, where D(u) = (Vu + (Vu)?)/2 is the strain rate tensor and u is the fluid
viscosity. The outward normal to the fluid domain boundary is denoted by n, and p;, and p,,, are the prescribed
inflow or outflow forces.

The structure elastodynamics is described by a linearly elastic, lower-dimensional model, given by

pshoym+Ln=f onI'x (0,7), (2.6)
n=0 on aT x (0,7), 2.7)
n(.,0)=n" dn(.0)=n? onT, (2.8)

where 17 = (1););=1,...¢ denotes the structure displacement, p, denotes the structure density, s denotes the structure
thickness and f is a surface force applied by the fluid on the structure. We assume that there are no external forces
acting on the structure. Operator .%; describes the elastic behavior of the structure. Specific choices of .Z; are
detailed in Section 5. We define an inner-product associated with the structure operator

ay(m,¢) = /r Zm-¢dS

and norm ||n||2 = ay(n,n). We assume that operator %, : D(%;) C L*(T") — L?(T') is a maximal monotone operator
[9], such that a Poincaré type inequality holds

Imll2ry < Crslinlls, 2.9)

and the norm | - || is equivalent to the H'(T") norm. One example of such operator is the one associated with the
linearly elastic cylindrical Koiter shell used in [12].

To couple the fluid and the structure, we prescribe the kinematic and dynamic coupling conditions. The kine-
matic coupling condition enforces the continuity of velocities at the fluid-structure interface:

u=0mn onlx(0,T). (2.10)
The dynamic coupling condition enforces the conservation of momentum:
f=—-o(u,p)n onIT'x(0,T). (2.11)

Equations (2.1)-(2.11) define a linear fluid-structure interaction problem, which has a well-defined energy [11,34].

3. Numerical scheme. We start by rewriting the coupled problem. Introduce the displacement velocity & =
d:n. The coupled problem can be reformulated in the following way: Find w, p,n and £ such that

prou=V-o(u,p) inQx (0,7), (3.1)
Vou=0 inQx (0,T), (3.2)
ps€0, €+ %m=—o(u,p)n onT' % (0,T), (3.3)
u=§&=09mn onT'x (0,T), (3.4)

with the boundary and initial conditions specified in the previous section.
Let Az be the time step and " = nAf forn =0,...,N, where T = NAt is the final time. The proposed numerical
scheme is given as follows.



ALGORITHM 1. (BOUR) Given u® in Q, and n°,£° = u\lo- on T, we first need to compute u%,p%,ul in Q,
and n%,nl € %,51 on I with a second-order method. A monolithic method or a loosely coupled method proposed
in [34] could be used, among others. Then for all n > 1 compute:

n —-n nJrl
=¢£""2 onT,
BE - At/)2 3.5)
Phgﬁ%ﬂ’E + L = o (e, p" tr)n onT
N2 o npr ’
n+%_ n
P At/2u o(u™i pti) =0 ingQ,
BE : Vouti =0  inQ,
n+%_ n+% At
Pshum/fwf( g ) =2(—e(wh P e (w " )n)  on,
(3.6)
1
nn+1 _ nn+§ n+2
= r
FE s et (3.7
’ §n+l_un+%| e a1 a1 .
Psh At/2 +Zr"7 2= —O'(U 2 |F7P 2 |F)n on r?
u"""l—u”‘L% 1 1
- T T y. nts Ntz =0 in Q
FE PI 2 o(u"2,p""2) inQ, 3.8)
un+1 _ gn-‘rl onT.

REMARK 3.1. The operator %hl—&— %iﬂs is bijective from D(%,) onto H := L*(T'). Furthermore, 2 ool L 7 is the

resolvent of s and 7 = (%I + %ﬁ) “is a bounded operator, with the following bounds on the operator-norms

A At
|7 L) 7 %5 Nl < ﬁ”«gsHL(ﬂ)- (3.9)
—1
Note that denoting o0 = 4 p h, T = ( 4Apfh.§f§) , and Z* the Yosida approximation of %5, we have
psh N AP NTL A N,
L 7= .,sﬂ( I+ .,2”) _py.,sf(1+4ps %) psa?/ psz

which in turns, due to
[ZF @) < 1<) Yz € D(Z),

gives the second part of (3.9) (see e.g. page 182 in [9]). Furthermore, the following _# -norm is well-defined

2 psh psh o At o Psh 2 Ar 2
||77||/ = 7= ("> A7 H‘ iﬂ)” v) = A7 ||U||L2(r)+zHU||s = E”/nllLZ(F) +Z||/"7||S' (3.10)

=v

We also note that the boundary condition in (3.6) can be written as

u”Jr% _£”+% = f(—o'('u,’hL%,pn+%)n—|—0'(un77,pn7%)n). (BOUR)
4



REMARK 3.2. Computational savings can be achieved by combining the stages of (3.5)-(3.8), which shows that

the proposed numerical scheme is similar to the sequential BE-FE implementation of the Crank-Nicolson method.

Evaluating the first displacement equation in (3.7) at n — 1 instead of n and adding it to the first displacement
equation in (3.5) we get

Similarly, velocity equations in (3.7) and (3.5) can be combined to obtain

'H—%f n—% n+1/2 n—1/2 1 3 3
p - 'HZ(" Y =S (o e At o @ g Fin)  onT

2
@3.11)

For the fluid, we again write the first relation in (3.8) at n — 1 instead of n and add it to the first relation in (3.6) to
obtain

nt+s __ n—1 1
e ) I T

The boundary conditions on the fluid part at half-integers are given in relation (BOUR), while at the integer values,
the relation u" = £" gives again (3.11). Therefore, the numerical algorithm at half-integer values can be written as

v = 5 onT, (3.12)
ntt _,unfé n+1/2+ n—1/2 1 3 3
p“‘hg At r Jr‘g“'(n 2 L ) -2 ("(“n_% e, P2 D)4 o (w3 |, pt \F)”> onl,
(.13)
’U,"Jr% —u"ié 1 1 I | 1
=3 (O-(uthj’anrj)_A'_a.(un*ap”*j)) -0 inQ, (3.14)
u't? :€n+% ,/(o-(u"*'%’p”‘*%)n—a(un_%,p"_%)n) onT. (3.15)

REMARK 3.3. We point out that Algorithm 1 is presented in the sequential implementation BE-FE of the
midpoint rule (3.5)-(3.8) for the theoretical argumentation. From a computational viewpoint, the bulk of the work
in Algorithm 1 is performed in the Backward-Euler steps, as the Forward-Euler steps are equivalent to linear
extrapolations:

1
77"+7 _,r,n ail
Tap ¢ enh
BE : )
nt5 __ ¢n 1 1
P+ Lo = o e Hn on
n+% gy
pre At/2u Voo™ pt =0  ingQ,
BE : Vouti =0  inQ,
n+% _ nJr% At
pshiu At/2£ + 3,,%(1;”% —{”Jr%) = 2(—O'(u’”%,p”%)n—l—a(u”f%,pnf%)n) onT,
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FE:

£n+1 _ un+%|r+nn+% _nn on 1—~7
FE W =2 gyt inQ,

unJrl _ £Vl+l onT

3.1. Stability - energy estimates. Denote by & is the sum of the elastic energy of the structure, Kinetic energy
of the structure and kinetic energy of the fluid

1 psh Py At 1 1 2
N __ N2 N2 . N2 N+ N+
&Y = S5+ S 1€ Iy + 5 1 ) + 5 lo @2 e P 2 p)n [,

and by 2% is the fluid viscous dissipation rate

N—1
7Y =2uA Y |ID(" )72 -
n=1
The stability of the scheme (3.5)-(3.8) is given in the following theorem.

THEOREM 3.1. Assume that the system is isolated, i.e. piy = pow =0, and that ay(-,-) is an inner-product
associated with the structure operator £s. We also assume that £ is a maximal monotone operator, such that

inequality (2.9) holds, the norm ||n||s = (as(n,n))% is equivalent to the H'(T') norm, and %/ is the resolvent of
L. Let (€",m",u", p") be the solution of (3.5)-(3.8). Then, the following a priori energy equality holds

S T+ AN =6+ Dol e pHem],.

where NN denotes terms due to numerical dissipation

p thl | | Al2 N—1
JKN — % Z’I Hun+2 _£V!+2 ||12‘2(F) + 16 Z’l
n= n—

1 1
lu*2 — €2 5.

Proof. We multiply (3.5) by .,Zn’”% and E”Jr% respectively, integrate over I', add and apply the polarized
identity (a —b)a = Ja®> — 1b* + (a—b)? to obtain:

1 1 L
0= o (In" 413~ I -+ o+ — )
F PP et 2 gy 16— €1 ) + [ e
At L2(T) L2(T) L2(T) Jr I, r .

Similarly, from (3.7), multiplying with .,Sfm”*% and w2 |r, we derive

1 +192 +492 +1 +12) , Psh +1)12 nt+412 +1 +52
0= (I 1 = I 213 = = = 313) + 22 (1" oy = I 212y — €™ = )
+/a(u”7%|r,p"77|r)nu"+7|r.
r
Hence, from the structure part, we have

1 3 2 L2 1 5
0= A (H"Hl I5=1lm" 15— "™ = n" 2|5+ 0" "2 —?7"||S)
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p n 1 ntd 1 1
o (1€ oy = 1€ oy + €7 3y = ™3 oy = € = 2 + €743 — €71
+/ u' 7|1—,p"7\1—)n(§”+%+u”+%).
Using again the displacement equations in (3.7) and (3.5) we have

1 1 Ar? i 1
[l = RS I = = e (= R R ).

while the velocity equations yield
n+1 n+12 n+1 ni2
_”5 o -—u +2HL2(1")'|'||£ +2_£ HLZ(F):O'

Hence the above energy estimate on the structure part gives

1 n n
0= < (I3~ Im"1) (3.16)
ps n+1 n2 pS n+ n+12
+ (1€ oy = 1"y ) + S (€7 22y = ™ 2 )
At
5 (i3 +en A g) + | a(u"*f\r,p”*ﬂr)n(s”% ).
4 r

For the fluid part, we multiply the first two equations in (3.6) by w'? and 2p"+% respectively, and (3.8) by Wt
integrate over €, add and obtain

0= 2L (122 g~ 072 — ™ = 3 Ry [ — )
—2/o’(u”_%|r,pn_%|r)nu”+%+2/ a’(u”‘*%,p“%) LVt —|—2/ p"+%V~u"+%
Q Q
*’Zt (3 1y = €73 gy + 2 — €742 2 1))
D3 Fler i+ Tttt g
Taking into account the flow equations we have

1 12 i 2
_||un+ —u"tz HL2(Q) + ||un+2 _unHL2(Q) =0.

Hence the fluid part of the energy estimates gives
n 2 2
= B By — " By ) + 401D )
psh 1 1 1
+5 £ (M2 ) = €72 gy + s — €78 )
n+i2 ntl2 Ar ntl nt32 n—1 n—1 ntt
D L I R Rl e (T I SRS

Therefore the structure and fluid estimates combine to give
L n Psh (1 in psh 1 1
= (I G = 1 13) + 5 (1 gy — €712 ) + Sl = €72
At o1 L Pr n n n+4+
S R L (g — )+ 4RID @) s
7



+ [o@ et in (€ - w ).
JI

Now using the _#-norm (3.10), and the boundary conditions on the fluid part (BOUR) at the half-integer time-steps,
we have

/ o(u"" 2\rp %| )n (€n+2|r u+l|r)

_/U " i /( (u ”+%|Fvl’"+%|r)n—U(U“%Ir,p“*%\r)n)

= sl e ol o e ol
‘%H"W*%\r,p”+%|r>n—a(u"*ﬂr,p"*f|r>nH

1
= Sllo@ e g A, ~[lo @ e Hon],

psh 1 19 At 1 1o
— o =y — e - g2

Finally,

1 12 2) , Ps 1 2 psh 1 1
0= 5 (I 113 = 171B) + B2 (1€ gy — 1€7 By ) + Sl = €74

At 1 1 f 1
+ gl - 2+ E(nu”“niz(m ) ) + 4D @)
1 1 1 2 _1 _1 2
n+ n+ n n
+3 (o @ e iom|, = o @ e on|?, ).
Summation from n = 1 to N — 1 and multiplication by yields
N . N N 1, A o1 2
&+ 7+ N =&+ e, prlr)n||,,

which completes the proof. [

4. Error analysis. In this section we analyze the error of the proposed numerical method. The process of
the analysis is summarized as follows. Using Taylor expansions, we compute the local truncation error, and after
some manipulations involving the bound (3.9) on the norm of the linear operator ¢, we conclude that the method
(3.5)-(3.8) is consistent of order 2.

The analysis is based on the notion of modified equations, related to the idea of backward error analysis and ge-
ometric integration (see e.g. [25,26,28,29,37] and the references therein). Instead of regarding the computed values
n", € u”, p" of (3.5)-(3.8) as approximations to the solutions n(¢"),&("),u ("), p(") of (3.1)-(3.4), we consider
them as the solutions to a ‘nearby’ problem. Namely, we shall construct new partial differential equations (4.13)-
(4.18) such that the method (3.5)-(3.8) has cubic consistency order & (At3) to the modified equations, compared to
only quadratic consistency order &(Ar?) to the original equations (3.1)-(3.4). Let d denote the displacement, w the
structure velocity, v the fluid velocity and g the fluid pressure, such that (d(¢),w(z),v(t),q(t)) satisfy the modified
equations. Since, for example n(t") — 1" = (n(t") —d(t")) + (d(t") — ") = (n(t") — d(t")) + O(Ar®), the global
errors can hence be characterized by the differences between the solutions 7(") — d(") of the original and modified
equations, respectively. Theorem 4.1 shows that the two manifolds (7(¢), &(¢),u(t), p(¢)) and (d(¢),w(t),v(t),q(t))
are O(At?) apart.

HYPOTHESIS 1. We assume that the solution 1n,&,u, p of (3.1)-(3.4) satisfies the following regularity

new32(0,T;H (), &ecW?>*0,T;:H*(I)),



weW2(0,7;L%(Q)) N\W>*(0,T;: H*(Q)) n\W'(0, T; H* (1)) nW32(0,T; L*(T")) n\W>*(0, T; H' (T')),

pe W20, T;H (Q))nW'2(0,T : H*(I)) nW1=(0,T; H(I")).
For the purposes of analysis, we use the half-integer formulation of the proposed method (3.12)-(3.15). In the
first part of the analysis, we manipulate the local truncation error to obtain the modified equations related to our

numerical scheme.
Using Taylor expansions at " we obtain

2 n n 2 3
n/(tn)+A27t4nI//(tn): €(t )“iz’u(t )+%(€/(tn)_u/(tn))+%(€//(tn)+u//(tn))+g%(€///(tn)_u///(tn))
+0(A*)  onT, (4.1
2 3
%(5(1‘”) _u(t11)+%(€/(tn)+u/(tn)) + %(Sll(tn) —’U,”(ln)) +%(€///(tn)+u///(tn))>
Atz Ii.n
+4,(n(") + ="
= (o), p")m — Aror ("), () AP (), p ") 5 AP (1), p (1))
+0(A")  onT, (4.2)
I(.n Atz "(.n n n Atz 1(.n 1(.n 4 :
pru(t") + = pru (i) =V o (u(t”), p(t")) = -V o (u'(i"), p"(1")) = (A7) inQ, 4.3)
V~u(t”)+%Vou’(t")+%2V~u”(t") =0(A°) inQ, (4.4)
2 3 2 3
u(t”) + %u/(tn) + %U”(l") + %ulﬂ(rn) — é(tn) + %él(l”) + %gll(tn) + %E///(tn)
— At Z (o (u/' ("), p'(t"))n) + O(Ar*) onT. 4.5)

We first differentiate equation (4.4) to obtain

V(") = —%V (") +O0(AF)  inQ,

At
V.u(t") = -5V u” (") +O(A?)  inQ.
Taking into account latter equations, (4.4) becomes
V.u(")=0(ArP) inQ.

Rearranging, equation (4.5) can be written as

A Ar? A
E—u— Et (' — &) + %(u” e+ é (W —€")+ A7 (o(u ("), P (")n) + O(AY).  (4.6)
By differentiation, we have
5/ _u/ — %(u// _5//) T %(u/// _é///) + %(u(l\a _é(lv)) —I—Al/(cr(u”(t”),p”(t”))n) + ﬁ(At4), (47)
2
" — %(u/// N 5///) + %(u(iv) _ £(iv)) +At/ (U(um(tn),pm(t"))n> + ﬁ(At3). (4.8)

Substituting (4.10) in (4.1) and (4.2), after simplifications and rearrangements, we obtain the following local trun-
cation error

Atz " /.n Atz " .n At3 " .n " /.n
?5 ( )—ﬂn ( )+K(5 (t") —u"(t ))
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— %j(a(u'(r”),p’(t”))n) +0(ArY) onT,
2

2
pu (/1) + S () + 7 (o (). /(")) + Lo + - Zon ()

= *U(U(t”)m(t"))n+AIU(U’(I”)7P’(t"))n*gAtza(U"(t ), P (t ))n+274At3 (u” ("), p" ("))

+0(ArY) onT,

2

2
pru(t") = Vo (u(t"), p(i")) = _%Pfu/”(f") + %V o (1), p" (") + O(A)  inQ,
A3

At Ar?
U(In) — E(tn) + E (sl(tn) _ u/(tn)) + ?(éll(tn) _u//(tn)) + E (g/ll(tn) _u///(tn))
—At 7 (oW (t"),p/(t"))n) + O(At) onT.
Using (4.11) in the first and last equations, applying (3.9) and rearranging we get
Af? At

(") =€0") + - (w' = €") + 76”0”) ”’(t") =5 Ao ("),p(")n) + o) onT,
pshu'(1") + Zm(1") = —o (u(t"), p(t"))n
+Ato(u ( "), (")) —psh 7 (o (u (1), p'(1"))n
2
psh— u” (") — Ar f " (¢ )—%Atza(u'/(t”)m”(t”))n-i—ﬁ(At3) onT,
/(.n n n Atz 1" (.n Atz I(n (.0 4 .
pru(t) =V o (ult"),p(t")) = =5 pru”(t") + o=V o (u'(t"), p7(r")) + O(AF7)  inQ,

u(r") = &(r )+%( ") —€"(1") — A1 7 (o (W ("), p' (1")n) + O(AF)  onT.

Next, we use (4.8) in the first and fourth equations as follows

/(.n nAtZ/lnA///n LinN (N 3
n (1) =&(t") + - €7(") — (") - /( (u' ("), p'(t"))n) + O(A%)  onT, 4.9)
psh (") + Zm(1") = —o (u ( ) p(t"))n

+Ato (W' (1), p'(1"))n— psh 7 (o (w/ (1), ' ("))

Ar? Ar? 5 ' "

—pshﬁum(t) < "(t )—gAtza(u/ ), p"(t"))n+0(A)  onT, (4.10)
pfu’<r">fV-a<u<r">,p<r">>:fﬁp u (i >+%V o@ (@), p" (") +OAY)  inQ  (@1D)
u(t") =£(") — At 7 (o (d/ (1), p/(t"))n) + O(Ar*)  onT. (4.12)

Now we are going to rearrange the following expression from (4.10)

yi= Mo (W ("), p (")) — ph 7 (o (), p/ ("))

as follows. Denote x := o (u/ ("), p/(1"))n, then

y=(AtI—psh 7 )x.

At 1
Using the definition of ¢, this is equivalent to ﬁw—p—y Fx,s0
s $
A 1 P At 1 1 Ar? At
1 s
) = (R ) (e ) o v e
z=J (pshm pshy) (At + 477 pshw pshy Aty+4p5 5T 4psh sY
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or equivalently,

1 At Ar?
— Sy = -—— L.
Y oY T ot

Using further manipulations, we have

(Bt g) - s

f_ly = Tfsw,

2
A—t/fw

o)
Mo (! (), p/ (")) — pih 7 (o (! (), p' (")) = =7 Lo (1"), /(")
Using the relation above, equation (4.10) can be written as

pohed (") + Ln(i") = o (u(t"), p(i")n

2 2
2 Ll (). ) P (17) — B i ()= 28R (1), (") O

Using the first derivative of (4.12), we can write
P (€)=t 7 ("), p"(1")m) ) + Lm(i") = o (u(t"), p(i")m

2 2
+ 2 Ll (). )~ P 17) — B L ()= 28R 1), (") ()

Rearranging and use the bound (3.9), we have
psh€' (") + Zm(t") = —o (u(t"), p(t"))n
1 (n (¢ At " Atz 5 2 1 (n 1(n 3
+ 8tpoh 7 (o ("), (")) — poh S (") = S L' () = SAPa (! (1), p (")n+ O (aF)
Finally, the local truncation error is given by

2 2
n/(tn) — E(tn) + %5//0}1) _ %?’]”’(ln) _ %/(U(u/(t”),p/(t”))n) + ﬁ(At?)) on F,

psh€ (") + Zm(t") = —o (u(t"), p(f"))n

2 2
AP F (1), (")) —pshA—’u'"a")—A; Lo (") = S0 (), () + O (a7%)
2
prul (")~ V- (e, () =~ p" (") + SV (7)) + ) ne

V-u")=0AP) inQ,
(") =&(") = Ar 7 (o (u/ ("), p/(1"))n) + O(Ar®) onT.

onl.

onl.

onl.

onT,

Denoting the displacement by d, the structure velocity by w, the fluid velocity by v and the fluid pressure by g,
method (3.5)-(3.8) is therefore consistent of & (At3) with the following modified equations (see e.g. [17,25,26,31,

32,407)

2 2
d0) = wit) + () - Srd" ()~ 5 S (oW 0).4()n) ol

11
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pshw!'(t) + Zd(t) = —o (v(1),q(1))n (4.14)

" 1 Atz " Atz U 5 2 " !
+Atpsh g (o(v'(t),q (t))n)—psh—'u (- S Zd' ()~ 8% (1),4"(()n  onT.  (“15)

2
V(0 V- (v(0).9()) =~ pr (1) + %Vv(v”(r),q"(t» in0, (@.16)
(t) = in Q, 4.17)
'u( ) =w t) —At 7 (o(v'(1),4(t))n)  onT, (4.18)

where we assume that the “modified” variables d, w, v and ¢ are smooth enough for the quantities involved to
be well-defined. The differences in the structure displacement, structure velocity, and fluid velocity and pressure
d—n,w—§,v—u,q— p satisfy the following partial differential system

, A, At2 "
(d=n)'=(w=§)+—5w'-=-d f—/( (v'.¢)n)  onT, (4.19)
psh(w — &)+ Z(d—n) = —o(v—u,q—p)n

"o Atz " Atz 1 5 2 non
—l—AtpSh/(a(v ,q )n) —pshﬁv —?_%d —gAt o(v' g n onT, (4.20)

!/ Atz " Atz "o _n :
prlv—u)-V-o(v—u,q—p) = —5gPrv —|—?V-0'('u ,q") in Q, 4.21)
Vi(v—u)=0 in Q, (4.22)
v—u=w—£—-AN 7 (o(v,q)n) onT. (4.23)

We will now use the standard energy estimates to show that d,w, v,q generate a manifold &(Ar?)-close to the
1,&,u, p solution manifold. First, we introduce the following notation. Let &, denote the sum of the kinetic and
elastic energy and %, denote the dissipation, given by

p
50) = g ld =l 2 o — €l ey + 2 o~ il
e(t) =20 D(w w)ﬂm

The main results of this section is given in the following theorem.
THEOREM 4.1. Assume that the solution 1, &, u, p of (3.1)-(3.4) satisfies the regularity assumptions in Hypoth-
esis 1, and the system is isolated, i.e., pin = pour = 0. Then, the following estimate holds

0+ /O " (1)dr < Atte < /0 "o (D)dr+ ﬁz(;)) ,

where

1 2

01(0) = 5 (gl Ols+ 571" @lls+ 5 5

5 |4 (@@ (0.4 )m) )

1 gd” 5 " " psh " 2
+ﬁ(8” Ol + 31 (@@ 0,0 )l + g 10" Oz )
1 2

1 " 1 B !/ /
+ap; (P10 Ol +3IV -0 (@' 0).4" @) )+ 55510 @ 0.4 Oz

psh

1 5 2
+ (Ila(v”(t)»q”(t))nHmr) + 57 " Ol + g I4d" Ol + 3 Ha(v”(t)aq”(t))nllem) ;

2psh

02(1) = ~— [l (0 (1), ()l )+~ (' (0).q/ )2

psh
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Proof. We multiply (4.19) by Z(d —n), (4.20) by w — &, (4.21) by v — u, and (4.22) by g — p, then add,
integrate by parts on I' (assuming that w” = d"” = _# (o(v',¢')n)-n =0 on dI) and use (4.23) as follows

prd

L N I TN
2
At/w”.ﬁfd n)— 24/d’”$d 77——// Z(d—n)
Ar?
+ Atpyh / S (0" g"n) (w—€) —psh [ 0" (w—E)
2
A /fd" — —fAt /0' v "\ (w—§)

~a [ o(w—uq—pn 7 (o(v.q)n )—A—p o"(v - u+—/v«r o, q")(w—u)
Using (4.20), we have
/. (v—u,g—pn g (o(v',qd)n)
—psh/ w—¢) J ,q’)n)+/%(d—n>f(cr(v’,q’)n)—PshAf/rf(U(U”,Q”)n/(a(vﬂcz’m)
—&-pshﬁ.rv”’ S (oW qm)+ 2 [z s ’)n)—i—%Atz/r (0", 7 (o(v',q)n).

Using the relation above, the Cauchy-Schwarz inequality, symmetry of operator .%;, the Poincaré inequality and the
bound (3.9) we have

1d psh d
2dtlld nls+=- T

At
< ? ||w"||s||d —nlls + 2 ﬁ ||dm||s||d— s+ 147 (e(v',q")n) 2 lld =7l 2y

—san 2 ol gy + 20 D ) g

s epih [ (om0~ )+ pu o 0"y o — €y + o 2l o —
20 gl o~ €l oot (w0 €) 7 (o0 )

Al |2 5 (00 g 1) o + PO (o (0" a" ) 2| F (00 1) e
P S 0 |7 (00 ey + B4 |7 ()
2000l | (0 )+ e 0 [0 — 2

+ 290 iy [0l

Applying (2.9) and (3.9) and grouping similar terms together, we obtain

LA foh 2
2 dt 2 dt

< & (g " s+ 55 4" s +

L Prd
2 dt

4@ g ) ) ld—nls
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3CPS

—nl5+- lv = w72y + 20 D(v =) |72



1 5 psh
+ 872 (G iz + 3 lo (@ a" ) + 25 10" i )l = €l

A2
2—(pfuv”’||Lz +31V-0(0",¢" )2 ) 0 = w2

pS " 5 "o 1 u !
+@(Ha< Ll + S 0 e + 5l (0 gl + g 14 ) o (@' a oy

+aipih [ 7 (0" q")m)(w—€)+ arpih [ (w=) 7 (o0 sq)m),

Using Young’s inequality, we have

jt( ld—nlf+ 2% oo — 1y + Lo — ulfagg) ) + 21D (0 - w) g
< gl B o €1, + 2l g g @
%(*Hwﬁﬂs-FﬂHdWHS 3B o))

A (G4 e+ ol + 2 19 )
b (P 39 0 i)

Art psh 1 5 2
+—2ph(Ho—< a2y + Sl WHLZF+f||=€ﬂsd"||1‘z(r>—&-gHa(v”,q/’)n||Lz(r))

+Atpsh// ") (w — £)+Atpsh/w ¢ 7 (o(v'.q)n).

Integrating from O to ¢, integrating the last integral by parts in time and assuming that the time-derivative of _#
satisfies /’(a(v’(r),q’(r))n = 7 (o(v"(1),4"(t))n, we have

S0 =m0+ ()~ €0) By + L 100) () gy +20 [ 1D0(0)—u(e) 2 gy
slnd(m—n(mnz P (0) ~ £(0) 32y + 2 10(0) ~ w(O)lFz g

# [ (31406 - @B + & (0) €6 ey + L 1o(0) - u(D ) o

A (L <>||s+§||d’"< s+ 5 o o v (0 @) ) o

+§’2 (314 @l + 2o @' (@) 4" @)l + 2 10" @l xr)) e

o [ (oA Bl 431900 (0. () e+ 2 [ 105 D)yt

b [ (@@ @l + 210" Dl + 14 @l + Sl D) o

+aiph [ (w(0) = (1)) 7 (@' (0).q/O)m) ~arps [ (w(0)~£(0)) 7 (o(6'(0).4/O)m).
We apply the Cauchy-Schwarz and Young’s inequalities to last couple of terms as follows

tipih [ (w(1)) = £(1)) 7 (o(0'(1).4/ (1)) ~ dipsh [ (w(0) ~£(0)) 7 (o(v/(0).4'(0))m)



< P (o) ~ 6002y + AP ML (00 (0),/ (1)) [y + 25 00(0) — €00)

+A2p%h|| 7 (a(v'(0),4'(0))n) | 2 - (4.24)
Applying equation (3.9), we have

AP 7 (o0 (1), (0)m) |22y + A7 (02 (0).q/ (0))m) 2,
4 4

t At
Sl @ 0 d Ol + o @(0),6/ ). (4.25)

Taking into account (4.24) and (4.25), after collecting like terms, we have

! ! !
&@y+/f@uM753&«»+/lzumr+A#/zﬂ@mr+m%@

0 0 0

Therefore, Gronwall’s inequality yields

AG) +/0t Do(7)dT < At </Ot O\ (t)dt+ ﬁz) ;

which completes the proof. 0

5. Numerical results. We investigate the performance of the BOUR method on a two- and three-dimensional
examples. In the first example, we compute numerical errors and rates of convergence. The second example is
based on modeling blood flow in a common carotid artery under physiological conditions. In both examples, we
compare performance of the BOUR method with a couple of other partitioned schemes from the literature, namely
the kinematically coupled 8 scheme [10, 11] and the incremental displacement-correction scheme. [19].

5.1. Example 1. We present numerical results on a two-dimensional benchmark problem commonly used to
investigate performance of numerical schemes for FSI problems [11, 13, 19]. The problem consists of a pressure
wave propagating in a straight channel. The fluid domain is a rectangle Q = [0,5] x [0,0.5], which corresponds to
the upper half of the channel, while the symmetry boundary conditions are prescribed on the bottom fluid boundary

Oty =0, uy =0 ony=0.

The top boundary represents a thin, elastic structure. To model the structure elastodynamics, we use a generalized
string model

Eh 7 Eh
1-o)™ 20+0)

pshatt My + R2 axx Ny = fy»

where E is the Young’s modulus and o is Poisson’s ratio, with the assumption of zero axial displacement, implying
that u, =0 on I". The values of the parameters used in this example are given in Table 5.1.

Parameter Value Parameter Value
Radius R (cm) 0.5 Wall thickness /2 (cm) 0.1
Length L (cm) 5 Poisson’s ratio ¢ 0.5
Fluid viscosity i (g/(cms)) 0.035 Young’s mod. E(dyne/cm”) 0.75- 10°
Fluid density p; (g/cm’) 1 Wall density p,(g/cm?’) 1.1

Table 5.1: Geometry, fluid and structure parameters used in Example 1.
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At the fluid inlet (left boundary) we prescribe

Dimax l—cos(ﬂ))n itt < tax,
o(u,pn=1q > ( - (5.1)
0 it > tyarx,

where ppq = 1.3333- 10* dyne/cm2 and #,,c = 3 ms. At the right fluid boundary we set o (u,p)n = 0. The
problem is solved over the time interval [0, 14] ms. We use P, —P; elements for the fluid velocity and pressure, and
P, elements for the displacement.

Using this benchmark problem, we compare the performance of the BOUR method to an implicit scheme, the
kinematically coupled 8 scheme [10, 11] and the incremental displacement-correction scheme [19]. The latter two
methods are unconditionally stable, first-order partitioned schemes for FSI problems. A second order partitioned
method previously developed by the authors in [34] is not included in the comparison because of its time step
restrictions. Figure 5.1 shows the structure displacement, while Figures 5.2 and 5.3 show the pressure and the axial
velocity in the center of the channel (bottom fluid boundary), respectively. The results are obtained using Ar = 10~#
and Ax = 0.02. The BOUR method gives a good agreement with the implicit method. We note that the incremental
displacement-correction scheme and the kinematically coupled  scheme dissipate energy much faster than BOUR
method.

t=3 ms t=6 ms
€ 002} —— implicit € 002
S —BOUR S
€ B scheme c
g 0.01 ——increm. displ.-correction g 0.01
Q [0]
g :
5 0 a 0
€N Ny
© ©
-0.01 L L L L )
0 1 2 3 4 5
x (cm)
t=12 ms
= E 002
=L S
€ €
[} o 0.01
£ 1S
Q Q
® ®
° a 0
] 2
© ©
-0.01 L L L 1 ] -0.01 L L 1 L )
0 1 2 3 4 5 0 1 2 3 4 5
x (cm) x (cm)

FIG. 5.1. Structure displacement at t = 3,6,9 and 12 ms obtained using an implicit scheme (black line), BOUR scheme (red line), kinemat-
ically coupled B scheme (green line) and incremental displacement-correction scheme (blue line) with At = 10~* and Ax = 0.02.

To investigate the rates of convergence in time, we simultaneously refine spatial and temporal meshes using the
following set of parameters

(5.2)

5.107% 83.1072)°
2 T i o

(At,Ax) € {

Using a reference solution, we compute the relative L?-error for the fluid velocity and error in the elastic energy-
norm for the structure displacement. The reference solution is obtained by solving an implicit scheme with Ax =
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FIG. 5.2. Pressure in the middle of the channel att = 3,6,9 and 12 ms obtained using an implicit scheme (black line), BOUR scheme (red
line), kinematically coupled B scheme (green line) and incremental displacement-correction scheme (blue line) with At = 10~* and Ax = 0.02.
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FI1G. 5.3. Axial velocity in the middle of the channel at t = 3,6,9 and 12 ms obtained using an implicit scheme (black line), BOUR
scheme (red line), kinematically coupled B scheme (green line) and incremental displacement-correction scheme (blue line) with At = 10~* and

Ax=0.02.

17



6.3-1073 and Ar = 5-107°. On the same example, we compute the errors for the kinematically coupled 8 scheme
and the incremental displacement-correction scheme. Figure 5.4 shows the comparison of the errors and rates
of convergence obtained using the BOUR method (blue line), kinematically coupled B scheme (red line) and the
incremental displacement-correction scheme (green line). We observe that the second order convergence is obtained
using the BOUR scheme, confirming our theoretical results. Furthermore, when compared to other partitioned
schemes, the BOUR scheme exhibits the smallest relative errors.

o e / s
=" - . = 10%] &
B 74 B
E) Py =
= 7 . “w
= —— BOUR = 10"
Y [
@ —*— (3 scheme =
4 increm. d.-c. -
= , — — rate 1 ;
= e —-—-rate 2
10 4 . 3 10° 4 3
10° 10° 10° 10°
At At

FIG. 5.4. Relative L2-errors of the fluid velocity (left) and relative errors in the energy norm for the structure displacement (right) obtained
using the BOUR method (blue line), kinematically coupled B scheme (red line) and the incremental displacement-correction scheme (green line)
with parameters (5.2).

In order to investigate the convergence using the spatial and temporal parameters of the same order, we change
the Young’s modulus to E = 2.5 - 10> dyne/cm? and take pjuax = 10 dyne/cm? and #,,4, = 0.6 s in the fluid boundary
condition (5.1). The problem is solved over the time interval [0,1.2] s. All the other parameters are the same as the
ones in Table 5.1. The reference solution is computed using Ax = 6.3-1073 and Az = 5-10~*. The time convergence
is investigated using

(5.3)

5.10°2 83.1072)°
20 0 2 o

(At,Ax) € {

Figure 5.5 shows the comparison of the errors and rates of convergence obtained using the BOUR method (blue
line), kinematically coupled  scheme (red line) and the incremental displacement-correction scheme (green line).
Again, the BOUR scheme exhibits the smallest relative errors. We notice that in this case, the asymptotic regime is
achieved faster them when using parameters (5.2).

5.2. Example 2. In this example we focus on a three-dimensional simplified model of blood flow in com-
mon carotid artery under physiological conditions. Blood flow is modeled using (2.1) in a a straight cylinder of
length 4 cm and radius 0.3 cm, see Figure 5.6. The fluid lateral boundary represents a thin elastic wall. The wall
elastodynamics are modeled using a linear membrane model [16,22,23], given in the weak form as

9% . _
psh/rﬁ~CdS+/rDm~CdS+h/FHy(n)-VyCdS—/rf'CdSv 54

as(n.¢)

where 1 = (T, My, N;) denotes the structure displacement. We note that the bilinear form a,(7,¢) in this case was
obtained after operator .%;n was integrated by parts in the equation above. For a linearly elastic, isotropic structure
E Vm+Vy Ec
- BB Vym, (5.5)
1+ 02 2 102
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FIG. 5.5. Relative L*-errors of the fluid velocity (left) and relative errors in the energy norm for the structure displacement (right) obtained
using the BOUR method (blue line), kinematically coupled B scheme (red line) and the incremental displacement-correction scheme (green line)
with parameters (5.3).

Inlet Midpoint Outlet

X
’4 Z
FIG. 5.6. Computational domain used in Example 2.

where E denoted the Young’s modulus, ¢ denotes the Poisson’s ratio and Vy(-) denotes the surface gradient, which
can be computed as [8, 16]

Vy(n)=Vn(I-—nen),
where the symbol ® denotes the tensor product and I is the identity operator. Term multiplied by D; in (5.4) takes

into account the constraining effects of the external tissue. Values of the parameters used in this example are given
in Table 5.2.

| Parameter Value Parameter Value |
Radius R (cm) 0.3 Wall thickness / (cm) 0.06
Length L (cm) 4 Poisson’s ratio o 0.5
Fluid viscosity u (g/(cms)) 0.04  Young’s mod. E(dyne/cm?) 2.6- 10°
Fluid density p, (g/cm?) 1 Coefficient D (dyne/cm?) 6-10°
Wall density p,(g/cm?) 1.1

Table 5.2: Geometry, fluid and structure parameters used in Example 2.

At the fluid inlet section Ij, we prescribe a fully developed time-dependent axial velocity, and a pressure
waveform is imposed at the outlet I, using the following boundary conditions [34,39]

R (2 +y)

u= (0,0,uD(t) 2

) onTy, and on=—py,(t)n onT,y,, (5.6)
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FI1G. 5.7. Boundary conditions for the fluid domain. Left: inlet velocity. Right: outlet pressure.

where up(t) and p,,,(t) are shown in Figure 5.7. All initial conditions are set to zero.

The fluid mesh used in this example consists of 8181 vertices and 41280 tetrahedral elements, while the structure
mesh consists of 2268 vertices and 4480 triangles. We used the time step Ar = 1073, The problem is solved using
the BOUR method, an implicit scheme, the kinematically coupled B scheme and the incremental displacement-
correction scheme. All methods reached a periodic solution after three cardiac cycles.

Figure 5.8 shows a comparison of the results obtained using different numerical schemes. Left panel shows
a comparison of the structure displacement at the midpoint of the structure domain (0.5,0.,2) and the right panel
shows a comparison of the fluid velocity at the center of domain (0,0,2). In both cases, the solution obtained with
the BOUR method is in an excellent agreement with the solution obtained using an implicit approach. Event thought
the kinematically coupled 8 scheme and the incremental displacement-correction scheme gave stable and periodic
results, they significantly differ from the solution obtained by the implicit scheme. Due to their lower convergence
rate, a much smaller time step would have to be used to get satisfactory results.

0.07 r —— implicit
500 ¢

. — BEFE
E/ 0.06 75 schde.mel @
- incr. displ.-corr.
€ 2 0
§ 0.04 | g \
g_ \:7%% ©
= 0.03 ¢
ko]

0.02 : -500 A .

0 0.5 1 0 0.5 1
time (s) time (s)

FI1G. 5.8. Comparison of the results obtained using CNFSI scheme and a monolithic scheme. Left: structure displacement. Right: fluid velocity.

6. Conclusions. We proposed and analyzed a novel partitioned method for the interaction between a viscous,
incompressible fluid and a thin, elastic structure. Using energy estimates, we showed that the proposed method
is unconditionally stable. Our error analysis indicates that the method is second-order convergent in time. The
performance of the scheme is tested on two numerical examples and compared to other schemes available in the
literature. While partitioned methods usually require a smaller time step than monolithic methods, our numerical
results show a great comparison between the proposed method and the monolithic method using the same time
step. This is especially apparent in the second numerical example, where the focus is on modeling blood flow in
common carotid artery under physiological conditions. In this example, other partitioned schemes consider in this
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study produced stable, periodic results, but with very poor accuracy when large time steps are used, while the results
obtained using the proposed scheme are in an excellent agreement with the results obtained using the monolithic
method. The accuracy properties of the proposed scheme and its great performance for large time steps are due to
the second-order discretization method used in this study, which is very similar to the midpoint method, and features
only a small amount of numerical dissipation. Given its stability, accuracy and simple implementation, the proposed
method is an excellent alternative to the monolithic scheme.

Some limitations of the proposed method are related to the use of a thin structure model and the assumption
that the displacement is infinitesimal. Using the second assumption, we further assumed that the fluid domain is
fixed, i.e. that the coupling between the fluid and solid sub-problems is linear. This assumption is commonly used
in numerical analysis of FSI problems, but it is often not needed in numerical simulations, where the Navier-Stokes
equations in a moving domain can be used. However, we observed that the assumption of a fixed domain is also
needed in numerical simulations using the proposed numerical scheme. The extension of the method to FSI in
moving domains will be a subject of our future research.
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